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Abstract

Supervised named entity recognition (NER) aims to classify
entity mentions into a fixed number of pre-defined types.
However, in real-world scenarios, unknown entity types are
continually involved. Naive fine-tuning will result in catas-
trophic forgetting on old entity types. Existing continual
methods usually depend on knowledge distillation to allevi-
ate forgetting, which are less effective on long task sequences.
Moreover, most of them are specific to the class-incremental
scenario and cannot adapt to the online scenario, which is
more common in practice. In this paper, we propose a uni-
fied framework called Contrastive Real-time Updating Pro-
totype (CRUP) that can handle different scenarios for NER.
Specifically, we train a Gaussian projection model by a reg-
ularized contrastive objective. After training on each batch,
we store the mean vectors of representations belong to new
entity types as their prototypes. Meanwhile, we update exist-
ing prototypes belong to old types only based on representa-
tions of the current batch. The final prototypes will be used
for the nearest class mean classification. In this way, CRUP
can handle different scenarios through its batch-wise learn-
ing. Moreover, CRUP can alleviate forgetting in continual
scenarios only with current data instead of old data. To com-
prehensively evaluate CRUP, we construct extensive bench-
marks based on various datasets. Experimental results show
that CRUP significantly outperforms baselines in continual
scenarios and is also competitive in the supervised scenario.

Introduction
Traditional supervised named entity recognition (NER) aims
to recognize entity mentions from the given text and clas-
sify them into the pre-defined types such as Person, Loca-
tion, Organization and MISC (Li et al. 2020). However, in
the real-world applications, unknown entity types are con-
tinually involved. Although the large language models have
shown impressive performance, they still need some tech-
niques to learn new knowledge. As shown in Figure 1, com-
pared with the traditional supervised scenario, two contin-
ual scenarios are more common: (1) Class-incremental (CI)
scenario (Li and Hoiem 2017; Wang et al. 2019) provides
a sequence of supervised tasks to learn. Each task involves

*Corresponding author.
Copyright © 2024, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

train

test

Supervised Class-Incremental Online

task-wise task-wise batch-wise

Figure 1: Three learning scenarios of NER. Each icon de-
notes an entity type.

at least one new entity type and the model are evaluated on
all learned types. (2) Online scenario (Lopez-Paz and Ran-
zato 2017; Prabhu, Torr, and Dokania 2020) is similar to the
CI scenario but only one batch or even one sample is avail-
able. For continual scenarios, naive fine-tuning will result in
dramatic performance drop on old tasks called catastrophic
forgetting (McCloskey and Cohen 1989; French 1999).

To handle this problem, continual learning (Parisi et al.
2019; McCaffary 2021) has been introduced to NER in re-
cent years (Monaikul et al. 2021; Wang et al. 2022; Xia
et al. 2022). However, these methods usually depend on the
knowledge distillation to alleviate forgetting, which are poor
on long task sequences. Moreover, most of them are specific
to the CI scenario and cannot adapt to the online scenario.

Recent studies show that memory-based methods are
quite effective (Lopez-Paz and Ranzato 2017; Chaudhry
et al. 2019; Han et al. 2020; Wang et al. 2019; de Mas-
son D’Autume et al. 2019). These methods typically main-
tain a memory buffer to store some representative samples
and replay them later. However, they may lead to overfitting
on memorized samples and have to deal with the increment
of the classes. Therefore, mean vectors of representations
called prototypes are used to represent class distributions by
some latest methods (De Lange and Tuytelaars 2021; Mai
et al. 2021; Cui et al. 2021; Zhao et al. 2022). Instead of the
Softmax linear classification, the nearest class mean classifi-
cation is conducted between the prototypes and the represen-
tations, which is not affected by the increment of the classes.
Nevertheless, prototype-based methods still memorize some
data to update the prototypes after each task.

To address above issues, we propose a unified framework
called Contrastive Real-time Updating Prototype (CRUP)
for different named entity recognition scenarios. It mainly
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consists of a learning module and an updating module: (1)
The learning module generates high-quality representations
of samples. Before each train step, an augmented batch is
fed into the frozen encoder to get out-dated representations.
After that, the encoder with a Gaussian projection head is
optimized by a contrastive objective with a designed regu-
larization, which can generate more transferable representa-
tions to alleviate forgetting. (2) The updating module stores
and updates prototypes. After training a batch, the updat-
ing module feeds the same batch into the optimized en-
coder again to get up-to-date representations. Then we ini-
tialize prototypes of new entity types with their mean vec-
tors of representations, while update existing prototypes of
old types only with the out-dated and up-to-date representa-
tions. The final prototypes will be used for the nearest class
mean classification in testing. In this way, CRUP can han-
dle different scenarios especially continual scenarios with-
out dependency on old data. To comprehensively evaluate
CRUP, we construct extensive benchmarks based on various
datasets. Experimental results show that CRUP significantly
outperforms strong baselines in continual scenarios and is
also competitive in the supervised scenario.

In summary, our main contributions are three-fold:

• We try to unify different scenarios for NER. To the best
of our knowledge, we are among the first to address this
problem.

• We propose a novel framework called contrastive real-
time updating prototype (CRUP). It enhances the rep-
resentations through contrastive learning. Prototypes in-
stead of samples are stored and updated at real time to
alleviate forgetting.

• We introduce some latest and difficult datasets to evalu-
ate CRUP. Experimental results demonstrate that CRUP
outperforms strong baselines.

Related Work
Continual Learning
Existing continual learning methods can be roughly di-
vided into three categories: (1) Regularization-based meth-
ods (Kirkpatrick et al. 2017; Zenke, Poole, and Ganguli
2017; Li and Hoiem 2017) prevent the important parame-
ters from significant changes, (2) Architecture-based meth-
ods (Chen, Goodfellow, and Shlens 2016; Fernando et al.
2017) expand the model architecture to accommodate new
knowledge, and (3) Memory-based methods (Lopez-Paz and
Ranzato 2017; Chaudhry et al. 2019; de Masson D’Autume
et al. 2019) memorize some old data to preserve old
knowledge. Recent continual NER methods mainly lever-
age knowledge distillation to alleviate forgetting. (Mon-
aikul et al. 2021) distills knowledge and expands the stu-
dent model to learn new entity types (Monaikul et al. 2021).
(Wang et al. 2022) augments training data with synthetic
data and distills knowledge with both synthetic data and cur-
rent data (Wang et al. 2022). (Xia et al. 2022) proposes a
two-stage framework to distill both old and new knowledge
to an enhanced student model (Xia et al. 2022). However,
these methods are specific to the CI scenario and cannot

perform well on long task sequences. Recent methods in im-
age classification and relation extraction mainly rely on ad-
ditional memory modules to recall old knowledge (Ye and
Bors 2022; Pourcel, Vu, and French 2022; Han et al. 2020;
Wang et al. 2019). However, these methods cause overfit-
ting on memorized samples and have to deal with the in-
crement of the classes. Instead of simple replay, prototype-
based methods use memory to update prototypes for the
nearest class mean classification (De Lange and Tuytelaars
2021; Zhao et al. 2022). Although such methods obtain com-
petitive performance, they ignore data access restrictions in
real-world applications. In this paper, we focus on how to
unify both continual and supervised scenarios for NER only
based on the current data.

Contrastive Learning
Contrastive learning aims to make similar samples closer
to each other, while dissimilar samples should be farther
away from each other in the embedding space (Jaiswal et al.
2020). The state-of-the-art methods in computer vision show
that downstream tasks can benefit much from contrastive
learning (Chen et al. 2020a,b). Therefore, recent continual
learning methods also try to utilize contrastive learning to
enhance continual learning. SCR (Mai et al. 2021) incor-
porates contrastive learning and replay to address continual
image classification. CRL (Zhao et al. 2022) addresses con-
tinual relation extraction in a similar way. However, these
methods are only capable of the CI scenario and require
much additional time to update prototypes. In this paper,
we also leverage contrastive learning to enhance continual
learning but update prototypes at real time.

Methodology
Problem Formulation
Given a sequence of NER tasks T = {T1, T2, . . . }, each
task Ti has its own dataset Di = {(xk,yk)}Nk=1 and entity
type set Yi. xk is a token sequence {x1, x2, . . . } and has a
corresponding label sequence yk = {y1, y2, . . . }, y ∈ Yi.
Descriptions of different learning scenarios are as follows:

• Supervised scenario provides only one task for the
model, i.e. |T | = 1, which is a typical supervised task.

• Class-Incremental (CI) scenario (Monaikul et al. 2021;
Xia et al. 2022) requires the model to sequentially learn
a sequence of supervised tasks, i.e. |T | > 1. However,
each task involves only one new entity type.

• Online scenario (Prabhu, Torr, and Dokania 2020; Ye
and Bors 2022) provides several tasks while Di is only
one batch and the model should be both tested and trained
on it. Each task may involve multiple and learned types.

Framework Overview
As shown in Figure 2, CRUP mainly consists of a learning
module and an updating module. Before each train step, the
learning module feeds an augmented batch into the frozen
encoder to get out-dated representations. After that, the en-
coder with a Gaussian projection head is optimized by a con-
trastive objective with a designed regularization. Then the
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Figure 2: Overview of CRUP framework. At each train step t: (a) The learning module first feeds an augmented batch Bt into
the frozen encoder Et−1 and the representations rt−1 are temporarily saved. After that, Et−1 is optimized by the supervised
contrastive loss to Et. (b) Then the updating module feeds Bt into Et again to get up-to-date representations rt. For each new
entity type involved by Bt, we initialize its prototype with the mean of its up-to-date representations. For each old entity type,
we use rt and rt−1 to update its prototype.

updating module feeds the same batch into the optimized en-
coder to get up-to-date representations to initialize or update
prototypes. The final prototypes will be used for the nearest
class mean classification in testing.

Learning Module
As shown in Figure 2 (a), the learning module trains an en-
coder with the supervised contrastive loss (SCL) (Khosla
et al. 2020). Following (Monaikul et al. 2021; Xia et al.
2022), we use the pre-trained BERT (Devlin et al. 2019) as
the encoder to get the token representations. Specifically, at
the time step t, a batch with b tokens is firstly augmented to a
new batch Bt with 2b tokens. Then Bt is fed into the frozen
encoder Et−1 to get representations rt−1 ∈ RdE , where dE
is the representation dimension. Note that Bt and rt−1 are
temporarily saved for updating prototypes later. Next, rt−1

is projected into an embedding space by the Gaussian pro-
jection head (Das et al. 2022). It consists of two networks,
fµ and fΣ, which generate the Gaussian distribution param-
eters of r:

µ = fµ(r),Σ = Diag(ELU(fΣ(r)) + (1 + ϵ)), (1)
where µ ∈ Rb×dp ,Σ ∈ Rb×dp×dp are the mean and di-
agonal covariance of Gaussian embedding respectively, dp
is the embedding dimension, ELU is an exponential linear
unit, and ϵ ≈ 1e− 14 is for numerical stability.

Given Gaussian embeddings Ni(µi,Σi),Nj(µj ,Σj) of
two representations ri, rj , the similarity between two distri-
butions is measured by the KL-divergence calculated as

KL(ri|rj) =
1

2
(trace(Σ−1

j Σi)+

(µj − µi)
TΣ−1

j (µj − µi)+

log
|Σj |
|Σi|

− dp).

(2)

Both directions are considered since the KL-divergence is
not symmetric:

d(ri, rj) =
1

2
(KL(ri|rj) +KL(rj |ri)) . (3)

The loss of each representation ri in Bt can be calculated by

ℓi = − log
exp (−d(ri, rp)/τ)∑

a∈A(i) exp (−d(ri, ra)/τ)
. (4)

The sum loss of all ri in Bt is

Lcon =
∑
i∈I

1

|P (i)|
∑

p∈P (i)

ℓi, (5)

where i ∈ I ≡ {1, . . . , 2b} is the index of token within Bt

and A(i) ≡ I \ {i}. The token indexed by i is called the
anchor. P (i) ≡ {p ∈ A(i) : yp = yi} is the set of indices of
all the other tokens with the same label as token i called the
positives. τ ∈ R+ is a scalar temperature parameter which
plays a role in controlling the strength of penalties on hard
negative samples (Wang and Liu 2021). Although existing
prototypes are outdated after the model is optimized, they
can well represent the impressions about old entity types in
the hidden space. Therefore, we introduce a designed online
regularization in the CI scenario to alleviate forgetting. For
each entity prototype Pk ∈ P , we push the entity embed-
dings in Bt from Pk and draw the non-entity embeddings in
Bt to P0 by minimizing:

Rk =
∑

m∈M(k)

− log
exp (−d(Pk, r

k
m)/τ)∑

i∈I exp (−d(Pk, ri)/τ)
, (6)

where M(k) ≡ {m ∈ I : ym = k} is the set of indices of
tokens labeled with k in Bt. The final regularization is the
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sum of all Rk:

R =
∑
Pk∈P

1

|M(k)|
Rk. (7)

Finally, the optimization objective for the CI scenario is a
weighted sum of Lcon and R:

L = (1− α) · Lcon + α ·R. (8)

Updating Module
As shown in Figure 2 (b), the updating module maintains
the prototypes after a step of training. Firstly, Bt is fed to
the frozen optimized encoder Et to get up-to-date represen-
tations rt. For each new entity type involved by Bt, its pro-
totype is initialized with the mean:

Pnewi
t =

1

N

∑
rnewi
t , (9)

where N is the number of tokens annotated by i-th new en-
tity type in Bt. Then P newi

t is saved for classification. How-
ever, existing prototypes {P k

t−1} are out-dated because the
hidden space is changed. Although memorizing some old
data to update prototypes may be effective, it ignores data
access restrictions and require additional time. Moreover, Bt

typically involves few data about old entity types especially
in unbalanced data distribution.

To handle this problem, we propose a batch-wise real-
time updating way inspired by semantic drift compensation
(SDC) (Yu et al. 2020) called batch-wise SDC (BSDC). As
shown in Figure 3 (a) and Figure 3 (b), given out-dated pro-
totypes

∑
k P

k
t−1s and representations

∑
i r

i
t−1 at time step

t in the hidden space, thee semantic drift of a prototype P k

is defined as:

∆k
t−1→t = Pk

t −Pk
t−1, (10)

where P k
t denotes the true prototype after learning the cur-

rent batch Bt.
Our target is to approximate every ∆k

t−1→t only with the
current data. As shown in Figure 3 (c), the semantic drift of
a token in B is:

δit−1→t = rit − rit−1. (11)

Then the sparse vector field of these drifts is used to approx-
imate ∆k

t−1→t as shown in Figure 3 (d):

∆̂k
t−1→t =

∑
i w

iδit−1→t∑
i w

i
(12)

with

wi = e−
∥rit−1−Pk

t−1∥2

2σ2 , (13)
where σ is the standard deviation of euclidean distances be-
tween {rit−1} and Pt−1. Finally, the prototype is updated as
following:

P̂k
t = ∆̂k

t−1→t +Pk
t−1. (14)

Therefore, existing prototypes are updated at real time with-
out dependency on old data.

Nearest Class Mean Classification
In the testing phase, we discard fµ and fΣ and use the near-
est class mean classification to predict the label of a token.
Specifically, we compare the representation r of a token with
existing prototypes and predict its label by

ŷ = argmin
y∈

∑n
i=1 Yi

∥r−Py∥22, (15)

where Py is the prototype of entity labeled by y.

Experiments
Datasets
Following (Monaikul et al. 2021; Xia et al. 2022), we
conduct experiments on CoNLL-03 (Tjong Kim Sang and
De Meulder 2003) and OntoNotes-5.0 (Weischedel et al.
2013). Moreover, we introduce two annotation versions of
Few-NERD (Ding et al. 2021) denoted by FewNER-8 and
FewNER-66 respectively, and StackOverflowNER (Tabas-
sum et al. 2020; Payan et al. 2021) denoted by SO. Since SO
is quite imbalanced, we eliminate entity types with less than
200 sentences with 19 entity types left. Following (Monaikul
et al. 2021; Xia et al. 2022), we conduct experiments on the
orders from the Latin square of each dataset in CI and on-
line scenarios. We use the IO annotation schema, where we
annotates entity tokens with some I label and other tokens
with O label. Details of setups and metrics are as follows.
• Supervised: We split the data for training, validating and

testing with a ratio of 7 : 1 : 2. We use the precision,
recall and F1-score to measure the performance.

• Class-Incremental: We divide the supervised datasets
into disjoint subsets to construct supervised task se-
quences. We mask other entity types in the train set of
each task to involve one entity type. Then we mask all
unknown entity types in the test set of each task. At each
step k, we compute the F1-scores on all test sets until Tk

denoted by AF1k, i.e. AF1k = 1
k

∑k
i=1 F1i.

• Online: We use all samples of each dataset to generate
online data streams. We mask all types except one in the
first 20 batches. Then we unmask a new type every 20
batches and compute the F1-score every 10 batches.

Baselines
We compare our framework with various methods in dif-
ferent scenarios as follows: Bert-Tagger (Ding et al. 2021)
conducts softmax classification on representations from the
encoder. AddNER (Monaikul et al. 2021) adds an output
layer for each new task and then distills knowledge. Ex-
tendNER (Monaikul et al. 2021) also distills knowledge but
extends the dimension of the output layer. L&R (Xia et al.
2022) distills twice to obtain an enhanced student model on
each task. GDumb (Prabhu, Torr, and Dokania 2020) main-
tains a balanced memory sampled from training data and use
it to retrain a model for testing. CoPE (De Lange and Tuyte-
laars 2021) updates prototypes based on a balanced mem-
ory. ODDL (Ye and Bors 2022) estimates the discrepancy
between the current memory and the already accumulated
knowledge. DSDM (Pourcel, Vu, and French 2022) evolves
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Figure 3: Illustration of BSDC.

dynamically and continually modeling the distribution of
any non-stationary data stream. ChatGPT-3.5 is a popu-
lar large language model and we ask it to conduct CNER.
Specifically, we first tell it to behave as an entity recognizer.
Then we explain each entity type and feed it all train sam-
ples to predict labels in a designed format. Here is an output
example:

Detective [O] Earl [PER] Feugill [PER] , [O] cam-
ouflaged [O] as [O] a [O] shaggy [O] green [O] bush
[O] , [O] ordered [O] them [O] to [O] freeze [O] . [O]

Implementation Details
For all methods, we use BERT (Devlin et al. 2019) as the en-
coder implemented by bert-base-uncased in the hug-
gingface transformers library (Wolf et al. 2020). We set the
batch size as 32 and the max length of token sequence as 64.
fµ and fΣ are implemented as multi-layer networks with the
output dimension of 64. We compare different augmenta-
tion methods (Wei and Zou 2019) and find no difference in
performance. Therefore, we augment one sample with two
views through the random deletion and the random swap.
All models are trained for 20 epochs on each supervised
task with early stopping (patience=3). We set the learning
rate as 5e-5, the max size of replay memory of GDumb and
CoPE as 1000, the temperature parameter τ as 0.1 and the
regularization weight α as 0.2. The weights of CE loss and
distillation loss are balanced for distillation-based methods.
We set the momentum parameter α of CoPE to 0.1. Our ex-
periments are accelerated by GeForce RTX 3090.

Results and Discussion
Main Results
CI Scenario The top half of Table 1 shows the results
on each task of CoNLL-03 and OntoNotes-5.0, which pro-
vides a short task sequence (T1∼T4, T1∼T6). We find
that distillation-based methods (AddNER, ExtendNER and
L&R) perform well in the early tasks, while they suffer from
degradation on latter tasks. It is probably caused by the er-
ror accumulation during distillation among the tasks. Mean-
while, the performance of GDumb keeps stable on the over-
all sequence but is not good on each single task. The reason

is that GDumb is similar to the multi-task learning, while it
only maintains limited subsets from seen tasks instead of
all seen datasets. CoPE, ODDL and DSDM also achieve
competitive performance, since a training batch for CoPE
is composed by a batch from training data and a batch from
a balanced replay memory. Then it uses a weighted sum of
the old prototype and the mean of representations to approx-
imate the true center of mass in the hidden space. However,
CoPE fixes weights of the sum and does not make use of
the representations of other entity types. ODDL and DSDM
are both designed to handle the online scenario, which can-
not handle the CI scenario especially in later tasks. ChatGPT
achieves the second best performance on most steps as ex-
pected. CRUP outperforms the above baselines on almost
every single step and its overall performance is more stable.

Recent continual NER methods are only evaluated on
a few tasks from balanced datasets like CoNLL-03 and
OntoNotes-5.0. Therefore, we use FewNER-8, FewNER-
66 and SO to further evaluate continual NER performance
on the long and imbalanced task sequences. Especially, SO
involves many entity types from the programming domain
with a unbalanced distribution. Due to the space limitation,
we report the sampled results from the whole CI task se-
quences of these five datasets in the bottom half of Ta-
ble 1. Consistent with observations on two classical datasets,
performances of distillation-based methods drop faster than
other baselines. GDumb is effective and stable on early tasks
(∼T20) of FewNER-66. However, as more tasks come, each
entity type only have few samples, which leads to sharp per-
formance drop in the later tasks. CoPE, ODDL and DSDM
are affected for the same reason. This problem is more ob-
vious on SO since it has much less samples for each task
than FewNER-66. ChatGPT even loses much performance
on SO, which demonstrates that it has only learn general
knowledge and still need to enable the continual learning ca-
pability. Despite the performance degradation on early tasks
of FewNER-66, CRUP still performs more stably over the
sequence and outperforms all other baselines on SO.

Online Scenario Most of existing continual NER meth-
ods including AddNER, ExtendNER and L&R focus on the
CI scenario while ignore the online scenario. Therefore, we
conduct experiments in the online scenario to evaluate on-
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Method CoNLL-03 OntoNotes-5.0
T1 T2 T3 T4 T1 T2 T3 T4 T5 T6

AddNER 92.1 73.8 58.0 43.6 88.3 71.7 58.2 45.6 44.6 36.5
ExtendNER 92.2 69.8 57.3 38.2 88.2 69.8 58.1 43.0 38.8 34.8

L&R 92.2 82.7 74.3 61.2 88.3 81.4 73.3 63.9 51.2 38.3
GDumb 82.3 78.6 75.9 71.4 83.1 72.3 67.5 62.1 58.1 54.3
CoPE 92.4 83.5 76.3 62.6 87.4 81.1 71.4 62.5 56.5 53.3
ODDL 92.3 85.2 75.3 67.1 88.1 81.5 73.8 64.4 56.3 53.6
DSDM 92.4 84.6 76.1 70.7 88.0 81.6 72.9 64.6 58.2 52.1

ChatGPT 88.1 84.2 80.1 75.6 86.5 82.1 74.7 67.8 61.5 57.3
CRUP 92.4 87.6 80.3 73.2 88.3 82.2 75.5 68.1 62.3 58.4

Method FewNER-8 FewNER-66 SO
T2 T4 T6 T8 T20 T40 T60 T6 T12 T18

AddNER 69.7 48.3 30.1 19.5 3.61 2.19 1.09 1.60 1.14 0.81
ExtendNER 65.3 47.4 29.3 18.7 4.52 2.26 1.36 1.43 1.10 0.30

L&R 73.6 56.4 45.3 34.8 19.2 5.24 2.35 15.1 8.22 4.15
GDumb 64.2 58.6 55.0 49.7 36.4 10.4 1.42 1.93 0.53 0.63
CoPE 75.2 56.3 45.7 36.9 19.7 13.6 7.31 16.1 11.7 8.93
ODDL 76.1 57.7 48.0 43.9 19.6 14.1 7.57 17.3 12.0 7.29
DSDM 76.1 58.9 49.1 43.8 20.8 14.2 8.18 16.8 12.1 9.34

ChatGPT 76.0 65.4 56.4 48.6 36.3 18.5 11.0 7.55 4.76 1.85
CRUP 78.1 66.3 58.2 51.2 27.1 18.7 11.1 21.6 14.1 9.73

Table 1: CI results on CoNLL-03, OntoNotes-5.0, FewNER-8, FewNER-66 and SO.

Method FewNER-66 SO
P R F1 P R F1

Bert-Tagger 53.21 55.80 54.48 55.56 44.78 49.59
ChatGPT 55.79 56.69 56.24 46.12 41.16 43.50

CRUP 60.72 57.21 58.91 59.63 54.70 57.05

Table 2: Supervised results on FewNER and SO.

line learning abilities of the models. Figure 5 reports the
results on every 10 batches of the first 200 batches. Note
that a sample in this scenario may involve multiple entity
types, making it difficulty to swap samples to maintain bal-
anced memory buffers for GDumb and CoPE. Therefore, we
first keep all seen samples until the memory is full, then ran-
domly swap out a sample and make sure that all seen entity
types are involved in the memory. We find that GDumb suf-
fers from instability since it is more sensitive to memory
balance. ODDL and DSDM also rely on their stored data,
whose quality is affected by the unstable data distribution.
ChatGPT is immune to the shifts of data distribution, while it
cannot continually improve its performance. Overall, bene-
fited from real-time updating prototypes, CRUP is more sta-
ble and keeps optimizing over the data stream.

Supervised Scenario Although CRUP is mainly designed
for continual NER scenarios, the real-time learning way
can be also applied in the supervised scenario with the
mini-batch gradient descent. Therefore, we also evaluate our
method in the supervised scenario. As shown in Table 2,

CN-03 ON-5.0 FN-8 FN-66 SO0

3

6

9

12 CoPE
CRUP

CN-03 ON-5.0 FN-8 FN-66 SO0.0

0.5

1.0

1.5

2.0

2

CoPE
CRUP

Figure 4: The mean µ (×0.01) and variance σ2 (×0.01)
of distances among the normalized prototypes. The method
with higher µ and lower σ2 is better.

CRUP also achieves impressive performance. This is con-
sistent with what we have observed in online experiments
because the online training can be viewed as the one-epoch
supervised training.

Quality of Prototypes
The above results especially in the online scenario show that
CRUP achieves excellent performances in different scenar-
ios. We argue that a crucial reason is that CRUP can produce
well-separated hidden space as well as high-quality proto-
types. To compare the quality of prototypes, we calculate the
mean µ and variance σ2 of distances among normalized pro-
totypes generated by CoPE and CRUP. Higher µ and lower
σ2 demonstrate that the prototypes are evenly distributed in
the hidden space. As shown in Figure 4, CRUP separates
prototypes better than CoPE. CoPE uses a similar idea as
contrastive learning that encourages t he inter-class variance
and reduces the intra-class variance. However, it assumes
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Figure 5: Online results on FewNER-8, FewNER-66 and SO.

Method FewNER-8 FewNER-66
T2 T4 T6 T8 T20 T40 T60

Replace-CE 21.5 8.00 10.7 4.39 10.2 1.66 3.75
Mean-CE 44.6 23.8 12.6 8.00 10.7 2.00 1.01
BSDC-CE 75.4 61.9 53.7 44.8 3.61 1.93 1.36
BSDC-Con 76.2 65.5 57.3 49.6 26.2 16.8 8.23

CRUP-EWC 76.5 65.6 55.4 48.2 24.9 15.7 7.05
CRUP-SI 76.3 65.9 55.1 48.7 25.0 15.9 7.44

Point 16.9 4.37 1.41 0.85 2.10 0.57 0.26

CRUP 78.1 66.3 58.2 51.2 27.1 18.7 9.10

Table 3: CI results of different CRUP variants.

samples are independent, which is reasonable in CV tasks
but not appropriate for NER, since there exists contextual
dependencies between entity tokens within the same sam-
ple. Moreover, contrastive methods in CV field mostly map
representations to certain point embeddings, which cannot
reflect uncertainty about the concept of a sample (Vilnis and
McCallum 2015). We find that this projection is less effec-
tive in our experiments. Instead, the Gaussian projection can
model dependencies and uncertainty by mapping a repre-
sentation into a continuous area and using KL-divergence
to measure the similarity. We further verify our analysis
through the following ablation study.

Effects of CRUP Components
We also introduce some variants of CRUP as follows to
demonstrate the effect of each component: Replace-CE re-
places the old prototype with the mean vectors of up-to-
date representations. Mean-CE uses the mean vector be-
tween the old prototype and up-to-date representations as
new prototypes. BSDC-CE uses BSDC to update proto-
types. BSDC-Con uses BSDC and the contrastive objective
instead of the cross entropy loss without the designed reg-
ularization. CRUP-EWC and CRUP-SI use EWC and SI
as the regularization respectively. Point maps hidden repre-
sentations to point embeddings instead of Gaussian embed-
dings. CRUP is our approach that uses BSDC, the regular-

ized contrastive objective and the Gaussian projection.
As shown in Table 3, we can make following observa-

tions: (1) Two heuristic methods, Replace-CE and Mean-
CE, also obtain good performance and sometimes are even
better than AddNER and ExtendNER. Moreover, we find
that BSDC-CE further improves performance on early tasks
of FewNER, while it does not work well on later steps of
the CI benchmarks. We argue that it is because BSDC com-
pensates semantic drifts of old prototypes in the CI scenario
only based on the sample drifts of the current entity type
and the non-entity type. Therefore, the non-entity drifts con-
tribute more to compensation of prototypes because old en-
tity types are viewed as non-entity type in the current task.
This error is accumulated as more tasks come. However,
BSDC-CE works well on SO, which indicates that it can fast
adapt to unbalanced and even few-shot scenarios. Moreover,
the introduction of contrastive learning improves BSDC per-
formance in most cases. The sample drifts of entity and non-
entity types are more fairly considered to compensate the
old prototypes in the well-separated hidden space generated
by contrastive learning. Finally, compared with BSDC-Con,
CRUP further improves the performance in the CI scenario
due to the effect of our designed regularization. (2) Other
regularization techniques like EWC and SI only focus on
the change of parameters and improve little even hurt perfor-
mance. By contrast, our regularization considers the changes
of prototypes, which are more representative than parame-
ters, and thus performs much better. (3) The point projection
underperforms the Gaussian projection with a considerable
gap, which verifies our analysis on the quality of prototypes.

Conclusion
In this paper, we propose a framework called CRUP to unify
common scenarios for NER. It introduces contrastive learn-
ing to enhance representations. The prototypes instead of
samples are stored to alleviate forgetting and updated at real
time only with the current data. Experimental results demon-
strate the superiority of CRUP on various scenarios. How-
ever, CRUP involves high complexity during optimization.
We will explore some more efficient substitutes of current
learning objective in the future work.
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