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Abstract

Datasets often include noisy labels, but learning from them
is difficult. Since mislabeled examples usually have larger
loss values in training, the small-loss trick is regarded as a
standard metric to identify the clean example from the train-
ing set for better performance. Nonetheless, this proposal ig-
nores that some clean but hard-to-learn examples also gen-
erate large losses. They could be misidentified by this crite-
rion. In this paper, we propose a new metric called the In-
tegrated Area Margin (IAM), which is superior to the tradi-
tional small-loss trick, particularly in recognizing the clean
but hard-to-learn examples. According to the IAM, we fur-
ther offer the Hyperspherical Margin Weighting (HMW) ap-
proach. It is a new sample weighting strategy that restructures
the importance of each example. It should be highlighted that
our approach is universal and can strengthen various methods
in this field. Experiments on both benchmark and real-world
datasets indicate that our HMW outperforms many state-of-
the-art approaches in learning with noisy label tasks. Codes
are available at https://github.com/Zhangshuojackpot/HMW.

Introduction

Supervised machine learning has revolutionized artificial in-
telligence, allowing us to build predictive models that can
recognize patterns and make decisions. The effectiveness of
models depends heavily on the quality of the training data.
Nonetheless, labeling precise annotations is time-consuming
and prone to mistakes. Even accepted high-quality datasets,
such as ImageNet (Deng et al. 2009), include erroneous la-
bels (Northcutt, Athalye, and Mueller 2021). The presence
of noisy labels can dramatically degrade the performance of
models. Therefore, developing algorithms to resist them is
vital. Many approaches have been proposed. Since sample
weighting methods do not suffer from imprecise noise esti-
mates or duplicated model architecture, this kind of strategy
is the main focus of this paper.

In fact, the sample weighting method achieves learning
with noisy labels by decreasing the importance of the misla-
beled examples (giving them a small weight or even remov-
ing them) in the training procedure. Apparently, the recog-
nition of the mislabeled example is significant. It directly
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Figure 1: The comparison of the traditional small-loss trick
metric and the proposed IAM metric. It is obvious that our
IAM is more powerful in identifying mislabeled examples,
especially from hard-to-learn examples.

determines which examples are ignored. In most cases, the
loss value in the convergence is regarded as a tool to iden-
tify, called the small-loss trick. This metric treats the large-
loss example as a mislabeled one. Based on this thinking,
various approaches have been developed: Co-teaching (Han
et al. 2018) and Co-teaching+ (Yu et al. 2019) offered two
networks, but each network extracted examples with small
losses and fed them to its peer network for further train-
ing. DivideMix (Li, Socher, and Hoi 2020a) employed two-
component and one-dimensional Gaussian mixture models
to fit the loss values of examples and turned noisy samples
into labeled and unlabeled sets. JoCoR (Wei et al. 2020) fol-
lowed this motivation and tried to reduce the diversity of
the two networks, making predictions about them closer. In
PuriDivER (Bang et al. 2022), the authors applied the small-
loss trick for purity-aware sampling.

Nonetheless, the small-loss trick is actually defective.
This criterion does not consider the influence of clean but
hard-to-learn examples. Let us take some images in CI-
FARI10 as an example to illustrate. When various images
that are labeled to*“ship” are employed for training, their loss
curves are shown in Fig. 1(a). As can be seen, the clean and
easy-to-learn “ship” (the green line) has a small loss and is
distinguishable from the clean but hard-to-learn “ship” (the
red line) and the mislabeled “ship” (the blue line). However,
identifying the red line from the blue line is tough, espe-
cially in the late stages of training. It reveals that the small-
loss trick is not sensitive enough to distinguish the clean but
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hard-to-learn example from the mislabeled example. Nev-
ertheless, even some recent works (Bang et al. 2022; Garg
et al. 2023) are still triggered by it. Designing new crite-
ria to avoid it is urgent. Recently, the Area Under the Mar-
gin (AUM) ranking has been offered to address this prob-
lem (Pleiss et al. 2020). Motivated by it, in this paper, we
point out that mislabeled examples and hard-to-learn exam-
ples can not only be classified by the AUM ranking but also
by the proposed Top-K Under the Margin (TKUM) ranking.
Combined with them, we create a new metric called the Inte-
grated Area Margin (IAM). Moreover, we further develop a
new sample weighting method called Hyperspherical Mar-
gin Weighting (HMW). It should be highlighted that our
method is universal and can be applied with some state-of-
the-art (SOTA) approaches to improve their performances.
Our major contributions can be summarized as follows:

e We provide a new criterion called the IAM, which is
more powerful in distinguishing clean and mislabeled ex-
amples than the traditional small-loss trick in learning
with noisy labels, especially in distinguishing hard-to-
learn and mislabeled examples.

Based on the IAM, we transfer it to the hyperspherical
space and propose the HMW method. It redistributes the
importance of each example, resulting in clean examples
having greater contributions than mislabeled examples.

Our HMW is general and can enhance various tech-
niques. Experiments on benchmark and real-world
datasets demonstrate that the HMW can perform better
than many SOTA approaches in this field.

Related Work

Besides the sample weighting which has been illustrated
above, three other branches should be introduced. Specifi-
cally, robust architecture is a hopeful branch. Its concept is
to use a noise adaptation layer on top of a deep neural net-
work (DNN) to either learn the process of label transition
or create an architecture that can support various types of
label noise. For example, Webly learning (Chen and Gupta
2015) taught the DNN to retrieve only simple examples and
utilized the confusion matrices of all training examples as
the initial weight in the noise adaptation layer. Recently,
contrastive-additive noise networks were introduced, such
as MOIT (Ortego et al. 2021a), Sel-CL (Li et al. 2022), Pro-
toMix (Li, Xiong, and Hoi 2021a), efc.. Another branch is
robust regularization. It aims to prevent DNNs from overfit-
ting mislabeled examples by imposing training restrictions.
Bilevel learning (Jenni and Favaro 2018) used a bilevel op-
timization strategy to regularize the overfitting of a model
using a clean validation dataset. Besides, the robust loss de-
sign is also a great motivation to solve this problem. Its pur-
pose is to adjust the loss value based on the confidence of
the loss or label by designing a new loss function. Back-
ward (Patrini et al. 2017a) was one of the first methods that
approximated the noise transition matrix by using the soft-
max output of a DNN trained without loss correction. Then,
it updated the DNN with a revised loss based on the esti-
mated matrix. After that, Generalized Cross-Entropy (GCE)
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(Zhang and Sabuncu 2018) was proposed. It could be seen
as a combination of CCE and MAE.

Algorithm
Preliminaries

We are given a dataset D = {(z;,v;)}; to train a K-class
(K > 2) classification network f(-;©/), where N is the
size of the set. x; is the sample of the i-th example, and
y; € [1, K] is the corresponding label. o € {0, 1} is the ¢-th
value of the one-hot label. As such, the posterior probability
of y; can be obtained by the softmax function as

efyq‘, ($L)
Zf:l efa()’

where f,, (;) denotes the logit of the label y;. If we employ
CCE for training, the loss L can be written as

p(yili) = (1)

1N
L=-+ 2_; log(p(yil:))- @
L should be minimized to fit f(-;©), and it is usually re-
garded as a paradigm to train a model.

However, when the dataset is noisily labeled (let D and y;
denote the noisy dataset and label, respectively), this pattern
is defective. Specifically, if we illustrate it from a gradient
perspective, the contributed gradient of the example (z;, 7;)
can be written as

VL(©y) = (plqlzi) — 0) -V f(O).

scale term

3)

(p(q|x;) — o) is a scale term. As the convergence goes on,
samples with incorrect labels have larger weights than those
with correct labels. In other words, the traditional approach
pays more attention to those examples that generate larger
loss values, even if they are mislabeled (Liu et al. 2020a).

Integrated Area Margin Metric

According to the above analysis, decreasing the contribu-
tions of mislabeled examples in training can yield better per-
formance. Nevertheless, many favored methods (Yu et al.
2019; Li, Socher, and Hoi 2020a; Bang et al. 2022) iden-
tify mislabeled examples by the loss value. They think that
the large-loss examples are mislabeled and give them small
weights. This consideration neglects that large losses can
also be produced by clean but hard-to-learn examples and
leads some SOTA sample weighting methods to be partially
robust. In this paper, we create a new criterion, the IAM, to
recognize mislabeled examples. As such, we first illustrate
the IAM slice .S at the epoch ¢ written as:

SO () =a- MO (z;) -5 U (x;) .
——— ——
AUM ranking TKUM ranking

“4)

where « and (8 are scale hyperparameters. According to
(Pleiss et al. 2020), the clean example (even the hard-to-
learn sample) and mislabeled example are distinctive under
the difference value of the labeled logit and the largest other
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Figure 2: The curves of focused logits with the easy-to-learn, hard-to-learn, and mislabeled examples. The blue area represents

our Top-K Under the Margin (TKUM) ranking.

logit, and the AUM ranking is proposed. It is applied to the
first term of our JAM. At epoch ¢, M (t)(a:,») can be written
as

MO (z;) = £ () — mazesy, fD(w).  5)
—_

labeled logit largest other logit

Besides, we discover that clean but hard-to-learn exam-
ples and mislabeled samples are also distinctive from an-
other perspective. As shown in Fig. 2, the blue line denotes
the largest other logit, and the red line denotes the other top-
k averaged logit (excluding the labeled logit and the largest
other logit). It is obvious that the red line always follows
the blue line with the clean example (both the easy-to-learn
and the hard-to-learn) but not with the mislabeled example.
Accordingly, the area between the blue line and the red line
can also be applied to distinguish clean and mislabeled ex-
amples, even if the clean one is hard to learn. This new crite-
rion is called TKUM ranking. We apply it to the second term
of our IAM. As such, at epoch ¢, U®*) () can be written as

top-k
1 ¢
U0 (wi) = raveps JOi) = 3 3 @) ©)
Yi,C

largest other logit

other top-k averaged logit

In this paper, we set £ = 1 in all experiments. However,
another negative appearance is observed in our exploration.
That is the AUM ranking and the TKUM ranking are strong
to identify the mislabeled example at the beginning of train-
ing but gradually weaken in the end (shown in Fig. 2). To
overcome it, a cosine-annealing (CA) strategy is designed to
decrease the importance of the IAM slice generated late in
training. As such, at the epoch ¢, the IAM metric can finally
be written as

t

IAM(z;) = ) 5Y () - B[], )
j=1

B = softmax([e1, €2, ..., €5, ..., &]), )

=1+ cos(% ), 9)

where T' denotes the training epoch, and B denotes the de-
cay probability matrix at the epoch .
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Hyperspherical Margin Weighting

The above sections have illustrated the motivations and im-
plementations of our [AM metric. Here, we attempt to intro-
duce a new sample weighting method built on it. It is obvi-
ous that the IAM is calculated by the logits, which are gener-
ated with the inner product between the input and the weight
of the final layer. However, many researchers (Wang et al.
2018; Deng et al. 2019; Wen et al. 2022) revealed that learn-
ing in a hyperspherical space could offer more outstanding
performance, especially in learning with noisy labels (Ke
et al. 2022). Encouraged by them, we further design the
hyperspherical version of our IAM and develop the HMW
method. Let f/(-; ©) and W, denote the projection before
the final layer and the weight of a certain label ¢ at the fi-
nal layer, respectively. At epoch ¢, the cosine angle distance

d,(f) (z;) between the features of =; and W, can be written as

W, - f/(t)(l'i)
[Wallll £ ()]

For more convenient to be weights, dl(lt)(mi) is adjusted to

i/’

dlt)

(z:) = (10)

(x;) written as

1
AP (z;) = 5 (1= A (z;)). (11)
Then, we replace the mapping f in Equations (5) and (6)
with the mapping d and obtain hyperspherical AUM rank-
ing M) (z;) and hyperspherical TKUM ranking U (z;).
Notably, since the larger f;t)(xl) represents the smaller

E((It) (z;), we transform the max-search strategy in Equa-
tions (5) and (6) to the min-search strategy for consistency.
After that, we further adjust their value domains and mono-
tonicity in Equation (4) to produce the hyperspherical IAM
slice Sj. As such, at the epoch t, it can be written as

, :
S (@) =5 x (sigmoid(~a - ) (a,))

+eap(B-UD(x))),
Owing to the above transforms, S}, is limited to (0, 1). Fi-
nally, with the same CA strategy shown in Equations (7)
to (9), the hyperspherical IAM metric is generated. A Hyper-
spherical Margin (HM) weight ~; is obtained to participate

12)
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Figure 3: The theoretical illustration of our method in various situations.

in training. As such, if CCE is employed, the loss function
L can be adjusted by the HM weight as

| X
L — -5 Z% ~log(p(yilz:))- (13)
i=1

The entire procedure of using HM weights to redistribute
training examples is called our HMW method.

Discussion

Why Does the IAM Work? It should be highlighted that the
traditional small-loss trick easily misidentifies hard-to-learn
examples as mislabeled examples. However, owing to two
outstanding sub-metrics, our IAM can effectively improve
this flaw. Strikingly, we provide new insight and offer the
TKUM ranking. Let us give an intuitive explanation of it. In
fact, one easy-to-learn example is close with only one label
embedding in the feature space in most cases. Inversely, the
main reason to make training hard can be regarded as some
ambiguous feature representations, which lead to one hard-
to-learn example being close to multiple label embeddings.
Specifically speaking, as shown in Fig. 3, we assume that the
coordinate axes denote the label embeddings in the penulti-
mate layer. Various colors denote various categories. A sam-
ple labeled with the red category appears. 61, 62, and 03 de-
note the angles between this sample and label embeddings
of the red, yellow, and blue categories, respectively. When
the sample is clean and easy to learn, it distributes around
the conical surface (cqsy—red, Which stays near the red axis.
Removing the #; produced by the sample and labeled em-
bedding, |02 — 03] is a tiny value (shown in Fig. 3(a)). When
it is clean but hard to learn, it distributes around the conical
surface Ynqrd—red, Which stays away from the red axis. Re-
moving the 61, |#2 — 03] is a small value (shown in Fig. 3(b)).
When it belongs to the yellow category in truth but is mis-
labeled as the red category, it distributes around the conical
surface Yeqsy—yeliow, Which stays near the yellow axis. Re-
moving the 1, |02 — 03] is a large value (shown in Fig. 3(c)).
These differences trigger us to propose the TKUM ranking.
The experimental results in Fig. 2 also support it. Addition-
ally, we first reveal that the difficulty of dividing the hard-
to-learn and mislabeled examples increases as training pro-
ceeds. To deal with it, the IAM generates a CA strategy to
improve the importance of the AUM and the TKUM rankings
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at the beginning of training. These advantages are significant
for learning with noisy label tasks.

IAM versus AUM. Both our IAM and the AUM metrics
seem to have some abilities to identify hard-to-learn exam-
ples for mislabeled examples, but they have the following
distinctions: 1) In the paper of the AUM (Pleiss et al. 2020),
the authors propose only one ranking method of the AUM
that is sensitive to the hard-to-learn examples. For extending
this thinking, we offer a new ranking strategy of the TKUM
that is also adept at detecting them. These two metrics are
finally combined to generate the IAM metric. The AUM and
the TKUM rankings can cooperate and achieve better re-
sults. Our IAM metric is a more universal version of the
AUM metric. 2) As shown in Fig. 2, the strength of the AUM
metric gradually decreases as convergence continues. In our
IAM, the CA strategy is further employed to enhance this de-
fect. 3) Motivated by the robustness of hyperspherical space
towards label noises (Ke et al. 2022), we transform our IAM
into this space for better performance but the AUM not. 4)
The strategies to apply these two metrics are different. In this
paper, we employ our IAM metric as a foundation to build
a new sample weighting method. However, in the paper of
the AUM (Pleiss et al. 2020), the authors employ the AUM
metric to produce a threshold and develop a sample selection
method. In our opinion, the HMW is safer, since it can adap-
tively retain all examples for training, certainly limiting the
mistakes caused by the criteria itself.

Experiments

In this section, we first illustrate the effectiveness of our
HMW through various empirical understanding experi-
ments. Then, the HMW is compared with some SOTA meth-
ods in this field on both benchmark datasets and real-world
datasets. Besides, to discuss the hyperparameter settings of
our strategy, some ablation studies are also conducted.

Noise Settings: Our noise settings are consistent with those
in (Karim et al. 2022a). ) denotes the noise rate in this paper.

Empirical Understandings

Experimental Setup: We practice the CCE loss and its en-
hanced version with the HMW on CIFAR-10 as an exam-
ple to explore. The related experimental settings are con-
sistent with those in (Karim et al. 2022a). After training,
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Figure 5: Distributions of clean and mislabeled samples in
the category of “Ship” on CIFAR-10 under the noise rate
n = 0.5. CCE+HMW can effectively classify those two, but
original CCE can not.

the feature representations are discussed with the help of
the t-distributed Stochastic Neighbor Embedding (t-SNE)
(Van der Maaten and Hinton 2008) algorithm.

More Distinguishable Representation: The feature repre-
sentation of the training set in the penultimate layer has been
shown in Fig. 4. As can be seen, the label noise produces a
serious influence on traditional CCE. When the noise rate
n = 0.2, there are some mislabeled examples mixed in the
example cluster with the correct label. This rate further en-
larges when 77 = 0.5, resulting in an obvious mess in each
cluster (shown in Figs. 4(a) and 4(c)). Inversely, our ap-
proach harvests more robustness. Regardless of the tested
low-noise (7 = 0.2) and high-noise situation (n = 0.5), em-
ploying the HMW obtains more distinguishable feature clus-
ters in general (shown in Figs. 4(b) and 4(d)). For more pow-
erful illustrations, we take the noisy category “Ship” with
n = 0.5 as an example to show. As shown in Fig. 5(a), fol-
lowing CCE training, the mislabeled examples present ob-
vious overlap with clean samples. Nevertheless, as shown
in Fig. 5(b), when CCE is enhanced by our HMW, nearly all
clean samples gather tightly while the mislabeled samples
scatter, and there is little overlap.

More Logical Weighting Distribution: To further discover
the weighting distribution of examples in training, we also
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Figure 6: The distributions of our Hyperspherical Margin
(HM) weights in the noisy category of “Ship” on CIFAR-10
under various noise rates 7 of symmetric noise. The yellow
pentagram denotes the label embedding in the feature space.
Nearly all clean samples have large weights, and mislabeled
samples have tiny weights.

take the noisy “Ship” cluster to exhibit. The information
about the HM weight of each example is shown in Fig. 6.
Combined with Figs. 4 and 5, we can conclude that clean
examples are gathered tightly around the label embedding of
“Ship” while mislabeled samples scatter, whether = 0.2 or
n = 0.5. More strikingly, with the help of the HMW, clean
samples obtain larger weights than mislabeled samples in
training. It is definitely logical and significant in learning
with noisy labels.

Performance on Benchmark Datasets

We compare our HMW with seven SOTA methods as well
as the CCE loss. They are Forward (Patrini et al. 2017b),
SCE (Wang et al. 2019), P-correction (Yi and Wu 2019),
DivideMix (Li, Socher, and Hoi 2020b), ELR (Liu et al.
2020b), MOIT+ (Ortego et al. 2021b), and UNICON (Karim
et al. 2022b). SCE (Wang et al. 2019) and UNICON (Karim
et al. 2022b) are also practiced with the HMW to evaluate
the generalization of our method. We reproduce them in our
experimental environment for fair comparisons. The related
hyperparameter settings are consistent with their literature.
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Dataset CIFAR-10 CIFAR-100

Methods Symmetric Asymmetric Symmetric Asymmetric
02 05 08 09|01 03 04]02 05 08 09|01 03 04
CCE 827 579 26.1 168 | 88.8 81.7 76.0 | 61.8 373 88 35 | 68.1 533 445
Forward 83.1 594 262 188|904 819 767|614 373 90 34 | 687 544 453
SCE 920 81.7 441 266|915 81.1 763|608 37.0 102 39 |69.6 538 445
P-correction 920 887 765 582|931 926 916 | 68.1 564 207 88 |76.1 593 483
DivideMix 95.0 937 924 742|938 925 914|748 721 576 292|695 683 510
ELR 93.8 92.6 880 633|944 915 853|745 702 452 205|758 73.6 70.0
MOIT+ 94.1 918 8l1.1 747|942 943 933|759 70.6 476 418|774 751 740
UNICON 942 952 936 894|932 949 936|765 755 63.0 403 | 77.1 76.1 70.7
CCE + HMW 93.2 898 658 450|937 91.0 856 | 726 63.6 21.7 7.5 |741 67.2 55.6
SCE + HMW 925 893 652 371|932 905 845|733 646 243 7.2 | 750 67.6 552
UNICON + HMW | 935 952 93.7 90.7 | 935 947 93.7|76.6 758 634 434|767 763 721

Table 1: Test accuracy (%) of different methods on benchmark datasets under various rates of symmetric and asymmetric noise.
The reproduced methods are underlined. The better results of our methods than the original versions are in bold.

Experimental Setup: The related experimental settings are
consistent with those in (Karim et al. 2022a). As for the hy-
perparameter settings in the HMW, when using CCE and
SCE for training, we set « = 100 and 8 = 100. While UNI-
CON is applied for CIFAR-10 and the noise rate n < 0.5,
we set & = 1 and 8 = 1. When n > 0.5, we set &« = 100
and 8 = 100. While UNICON is applied for CIFAR-100 in
symmetric noise experiments and the noise rate n < 0.5, we
seta = 0.1and § = 0.1. When n = 0.8, we set « = 1 and
B =1. When n = 0.9, we set « = 100 and 5 = 100. While
UNICON is applied for CIFAR-100 in the asymmetric noise
experiments, we set & = 1 and 5 = 1.

Results: The classification accuracy is reported in Table 1.
As can be seen, enhanced models by our HMW outperform
original baselines in most cases, and improvements are even
larger than 25% in some situations. The largest gap under
symmetric noise represents 39.7% appearing when employ-
ing CCE and CCE+HMW with 7 = 0.8. The efficiency of
our strategy is well supported by these results. Besides, it is
obvious that the effect of our method under symmetric noise
is better than that under asymmetric noise.

The validity of our method is convincing. It brings an all-
around enhancement. all enhanced approaches obtain higher
accuracy in most cases. Besides, another finding should be
further discussed. We notice that the improvements of our
HMW to enhance the existing robust methods (SCE and
UNICON in Table 1) seem to be less than those to enhance
CCE. The possible reason is that some existing robust meth-
ods may be homological to our approach at some points. The
optimal hyperparameter settings for the original method are
not the best for the enhanced one. However, we still employ
the recommended settings from their papers and official im-
plementations in our experiments for fairness.

Performance on Real-World Noisy Datasets

We compare our approaches with 11 SOTA methods as well
as the CCE loss. They are CED (Chen et al. 2021), SELEIE
(Song, Kim, and Lee 2019), PLC (Zhang et al. 2021), In-
stanceGM (Garg et al. 2023), Forward (Patrini et al. 2017b),
D2L (Ma et al. 2018), MentorNet (Jiang et al. 2018), Co-
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teaching (Han et al. 2018), Iterative-CV (Chen et al. 2019),
ELR+ (Liu et al. 2020b), and ProtoMix (Li, Xiong, and Hoi
2021b). Similarly, we also employ CCE with our HMW as
an example to test. Here, we attempt to briefly introduce
applied real-world datasets. The ANIMAL-10N dataset en-
compasses 10 animal classes with intricate visual appear-
ances. Its estimated label noise rate is around 8§%. Webvision
covers 1,000 categories, mirroring the ImageNet ILSVRC12
dataset. Its estimated label noise rate is around 20%, Similar
to (Ma et al. 2020; Wang, Sun, and Fu 2022), we employ the
first 50 categories of the Google image subset for training
data and evaluate the performance on both the Webvision
and ILSVRCI12 validation sets.

Experimental Setup: For ANIMAL-10N, the VGG19-BN
backbone is applied for training. The batch size and the
epoch are set to 128 and 200, respectively. As for our HMW,
we set « = 100 and 5 = 100 when using CCE for training.
They are set to 10 when using SCE for training. For Web Vi-
sion, the Inception-ResNet backbone is utilized. The batch
size and the epoch are set to 32 and 200, respectively. For our
HMW, we set @ = 100, and 8 = 100 when using CCE for
training. They are set to one when using SCE for training.
All networks are trained using the Stochastic Gradient De-
scent (SGD) optimizer with cosine learning rate annealing.
The weight decay is set to 1 x 10~3 for ANIMAL-10N and
5 x 10~ for WebVision. The learning rate is set to 0.1 for
ANIMAL-10N and 0.01 for WebVision, respectively. Addi-
tionally, Random Crop, Random Horizontal Flip, and Cut-
Mix are picked as data augmentation strategies.

Results: The classification accuracy on real-world datasets
is reported in Tables 2 and 3. As can be seen, com-
pared to the original CCE, CCE+HMW obviously obtains
much greater performance. The gap between CCE and
CCE+HMW on ANIMAL-10N is 7.1% (86.5%-79.4%).
The gap in top-1 accuracy between CCE and CCE+HMW
on ILSVRC12 is 13.00% (71.88%-58.88%). Moreover, our
strategy outperforms other SOTA strategies in most cases.
Except for the top-1 accuracy on ILSVRC12, CCT+HMW
yields the best result in our experiments. These improve-
ments also support the validity of our approach.
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Methods

CCE CED SELEIE PLC

InstanceGM | CCE + HMW

Accuracy | 794 813 81.8

83.4

84.6 86.5

Table 2: Test accuracy (%) of different methods on ANIMAL-10N datasets. The best result is in bold.

Web Vision ILSVRC12
Methods top-1 top-5 top-1 top-5
CCE - - 58.88 -

Forward 61.12 82.68 57.36 82.36
D2L 62.68 84.00 57.80 81.36
MentorNet 63.00 81.40 57.80 79.92
Co-teaching 63.58 85.20 61.48 84.98
Iterative-CV 65.24 8534 61.60 84.98
ELR+ 77.78 91.68 70.29 89.76
ProtoMix 76.3 91.5 73.3 91.2
CCE + HMW 78.04 93.08 71.88 92.20

Table 3: Test accuracy (%) of different methods on WebVi-
sion and ILSVRC12 datasets. The best results are in bold.

Ablation Studies

Finally, to assess the influence of hyperparameter settings
on the HMW, some ablation studies are conducted. We sim-
ilarly employ CCE with the HMW and evaluate the symmet-
ric noise on CIFAR-100 as an example.
Experimental Setup: The relative settings of the experi-
ments are the same as those used to generate Table 1. When
evaluating «, we set it in {0, 0.1, 0.5, 1, 10, 50, 100, 500,
1000, 5000}. 3 is set to 50. When evaluating 3, we set it in
{0,0.1,0.5, 1, 10, 50, 100, 500, 1000, 5000}. « is set to 50.
Additionally, we also draw the curve that is not processed by
our HMW («a = 0, B = 0) as a baseline to compare.
Results: The accuracy curves under various training settings
are shown in Fig. 7. As can be seen, the baseline is limited
by an apparent overfitting problem. Its curves present a steep
decline in the late stages of training under all tested situa-
tions. Nevertheless, the improvement is significant after em-
ploying our HMW. In addition, we also discover that o and
[ seem to exhibit similar trends. The larger values they set,
the stronger their abilities are to resist overfitting problems.
Moreover, it is obvious that « and ( should be set as larger
values under 77 = 0.8 to limit more serious overfitting.
Furthermore, as shown in Table 4, when we only use
AUM to weight examples, the performance is the worst.
When adding our CA strategy, it changes to be better. When
using our HMW, it is the best. It reveals that our strat-
egy is indeed effective. Meanwhile, as shown in Figs. 7(a)
and 7(b), when only using the hyperspherical TKUM rank-
ing (« = 0 and 8 = 50, the blue curve), we observe that
the performance is only better than the baseline. When we
use the hyperspherical AUM ranking and the hyperspherical
TKUM ranking together (o > 0 and S = 50), the curves are
further elevated. A similar phenomenon also appears at the
Figs. 7(c) and 7(d). It reveals that the effect of employing
the hyperspherical IAM is actually better than that of em-
ploying these two sub-metrics individually. The hyperspher-
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Symmetric Noise =~ Asymmetric Noise

Methods n=02 n=05 n=01 n=03
AUM Only 88.4 67.9 90.9 82.4
AUM + CA 91.7 82.1 92.5 85.1

HMW 93.2 89.8 93.7 91.0

Table 4: Test accuracy (%) of different combinations on var-
ious noise rates 77 on CIFAR10. The best results are in bold.
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Figure 7: The convergence curves with different settings to
the hyperparameters « and /3 under various noise rate 7).

ical AUM ranking and the hyperspherical TKUM ranking
present good cooperation to deal with noisy labels.

Conclusion

This study set out to improve the performance of learning
with noisy labels. We noticed that many strategies followed
the small-loss trick, which assumed the mislabeled example
to generate a larger loss value than the clean example. This
consideration neglected that some clean examples that were
hard to learn also produced large losses. In this paper, we
offered a new metric of the IAM to identify the mislabeled
examples. It was outstanding at distinguishing clean exam-
ples from mislabeled examples. Owing to the IAM, we fur-
ther proposed the HMW, which reweighted every training
example for better performance. The HMW was universal
and could also strengthen many SOTA approaches.
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