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Abstract

Building agents with adaptive behavior in cooperative tasks
stands as a paramount goal in the realm of multi-agent sys-
tems. Current approaches to developing cooperative agents
rely primarily on learning-based methods, whose policy gen-
eralization depends heavily on the diversity of teammates
they interact with during the training phase. Such reliance,
however, constrains the agents’ capacity for strategic adap-
tation when cooperating with unfamiliar teammates, which
becomes a significant challenge in zero-shot coordination
scenarios. To address this challenge, we propose ProAgent,
a novel framework that harnesses large language models
(LLMs) to create proactive agents capable of dynamically
adapting their behavior to enhance cooperation with team-
mates. ProAgent can analyze the present state, and infer
the intentions of teammates from observations. It then up-
dates its beliefs in alignment with the teammates’ subse-
quent actual behaviors. Moreover, ProAgent exhibits a high
degree of modularity and interpretability, making it easily in-
tegrated into various of coordination scenarios. Experimen-
tal evaluations conducted within the Overcooked-AI envi-
ronment unveil the remarkable performance superiority of
ProAgent, outperforming five methods based on self-play and
population-based training when cooperating with AI agents.
Furthermore, in partnered with human proxy models, its per-
formance exhibits an average improvement exceeding 10%
compared to the current state-of-the-art method. For more in-
formation about our project, please visit https://pku-proagent.
github.io.

Introduction
Large Language Models (LLMs) have rapidly emerged as
powerful tools, achieving remarkable advancements across
various domains, including long conversations (Ouyang
et al. 2022), reasoning (Bubeck et al. 2023), and text genera-
tion (Brown et al. 2020). These models, by leveraging a vast
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amount of training data, can capture and embody a signifi-
cant amount of common sense knowledge. Notable LLM-
based agents like SayCan (Ahn et al. 2022), ReAct (Yao
et al. 2023), DEPS (Wang et al. 2023b), RAP (Hao et al.
2023), Reflexion (Shinn et al. 2023), and JARVIS-1 (Wang
et al. 2023c) have demonstrated the ability to make deci-
sions interactively through appropriate prompts or feedback.
However, these works have primarily focused on explor-
ing the potential of LLMs as individual agents, whether in
games or robotics. The untapped potential lies in investigat-
ing how LLM-based agents can effectively cooperate with
other AI agents or humans.

This research delves into the capabilities of LLMs in
tackling the intricate challenges of multi-agent coordina-
tion (Yang and Wang 2021; Zhang, Yang, and Başar 2021;
Gronauer and Diepold 2022), particularly in the realm of
policy generalization (Strouse et al. 2021; Zhao et al. 2023;
Li et al. 2023b, 2024). Current approaches (Carroll et al.
2019; Jaderberg et al. 2017; Strouse et al. 2021; Zhao et al.
2023; Li et al. 2023b, 2024) to developing cooperative
agents rely primarily on learning-based methods, whose pol-
icy generalization depends heavily on the diversity of team-
mates they interact with during the training phase. Such re-
liance, however, constrains the agents’ capacity for strate-
gic adaptation when cooperating with unfamiliar teammates,
which becomes a significant challenge in zero-shot coordi-
nation scenarios. We present ProAgent, an innovative and
adaptable framework specifically designed to excel in coor-
dination scenarios alongside novel agents. ProAgent com-
prises four essential modules: Planner, Verificator,
Controller and Memory, along with the mechanism of
Belief Revision. These modules synergistically en-
able ProAgent to actively predict teammates’ intentions and
achieve adaptive cooperative reasoning and planning with-
out the need for prior training or finetuning. To assess
the adaptive cooperative capabilities of ProAgent, we con-
ducted performance evaluations using the well-established
multi-agent coordination testing suite, Overcooked-AI (Car-
roll et al. 2019). In this environment, two players must work
together to maximize their score. The empirical findings
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Figure 1: Overview of our proposed ProAgent framework including the coordination task workflow (left) and inner details of
ProAgent pipeline (right). The teammate agent’s decision-making loop is formed by the blue solid arrows in the outer circle,
while the decision process of the ProAgent is formed by the middle gray dotted box and the outer gray solid arrows. ProAgent
commences its operation by translating the initial state into natural language. Then the Planner adeptly analyzes the provided
language state in conjunction with historical information stored in the Memory. This analytical process allows the model to
discern the intentions of the teammate and devise a high-level skill for the agent accordingly. The belief about predicted intention
will be updated through the Belief Revisionmechanism, which involves comparing it with the subsequent actual behavior
of the teammate agent. As to the planned skill, the Verificator validates whether it can be performed under the current
state. In case of skill failure, the Verificator will assess the skill’s preconditions and provide a detailed explanation for the
encountered issue. Should the need arise, ProAgent enters into a re-plan loop, initiating a recalibration process. On the other
hand, if the skill is deemed viable, the Controller further dissects it into several executive low-level actions, to be executed
within the environment.

from our evaluations reveal the following key insights: 1)
ProAgent demonstrates remarkable proficiency in coordinat-
ing with various types of AI teammates across diverse sce-
narios. 2) ProAgent exhibits a notable preference for collab-
orating with rational teammates, such as the human proxy,
which showcases human-like behavior and suggests its ac-
tive effort to understand teammates’ intentions to enhance
cooperation. These results collectively highlight the effec-
tiveness of ProAgent as a cooperative agent across a wide
range of scenarios.

In summary, our work makes three key contributions:
Firstly, we successfully integrate LLMs into the field of
cooperative multi-agents and propose the ProAgent frame-
work, which serves as a comprehensive guideline for lever-
aging the powerful reasoning and planning capabilities of
LLMs in cooperative settings. Secondly, we demonstrate
the remarkable capability of our ProAgent to interpretably
analyze the current scene, explicitly infer teammates’ inten-
tions, and dynamically adapt its behavior accordingly. This
proactive nature empowers ProAgent to actively collaborate
with teammates, enabling more efficient cooperative sce-
narios. Thirdly, through a comprehensive series of experi-
ments, we provide compelling evidence of ProAgent’s supe-

riority over other agents when engaging in cooperation with
diverse types of teammates.

Related Works
Reasoning and Planning with Large Language Models.
In the realm of LLMs (Huang and Chang 2023; Mialon et al.
2023; Bubeck et al. 2023), reasoning often entails decom-
posing intricate queries into sequential intermediate steps,
referred to as Chain-of-Thought (CoT; Wei et al. 2022; Ko-
jima et al. 2022), to attain a final solution. Some research
focuses on minimizing errors as the number of steps in-
creases (Wang et al. 2023a), while others explore decom-
position techniques that break down complex problems into
simpler subproblems (Zhou et al. 2023). Recent endeavors
have translated LLMs’ reasoning capability into planning
by constructing a monologue with feedback (Welleck et al.
2023; Shinn et al. 2023; Paul et al. 2023) to facilitate the
reasoning and planning process. Notably, the challenge of
open-ended long-term planning in the MineDojo environ-
ment (Fan et al. 2022) has been addressed by utilizing LLMs
as central planners (Wang et al. 2023b,c), thereby demon-
strating the extensive capabilities of LLMs-based agents
in overcoming complex decision-making tasks. As of the
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camera-ready version of our paper, the application of LLM-
based agents in cooperative games remains little explored.
Li et al. (2023a) employs a centralized LLM-based planner
for both two players. In contrast, our framework adopts a de-
centralized planning paradigm and uses one planner for one
player. While Zhang et al. (2023) also decentralized plan-
ning, their method facilitates cooperation through explicit
communication. Our work, on the other hand, fosters coop-
eration by observing and inferring the intentions of team-
mates.

Multi-agent Coordination. The goal of multi-agent coor-
dination is to enable multiple autonomous agents to collabo-
rate effectively towards a shared goal (Rashid et al. 2018; Hu
and Foerster 2020; Hu et al. 2021a; Yu et al. 2022; Zhong
et al. 2023). However, traditional approaches have limita-
tions in fixed task settings and struggle to handle multiple
tasks or unseen scenarios. One approach to address this chal-
lenge is to enable an agent to learn multiple tasks concur-
rently (Hu et al. 2021b; Meng et al. 2022; Wen et al. 2022).
However, these methods may still limit the agent’s coop-
eration ability in familiar tasks and fail to handle unseen
tasks or new agent interactions. Another line of research fo-
cuses on zero-shot coordination (ZSC), utilizing Population-
Based Training (PBT; Strouse et al. 2021; Zhao et al. 2023;
Lupu et al. 2021; Lucas and Allen 2022; Li et al. 2023b,
2024) and Theory of Mind (ToM; Hu et al. 2021a; Wu et al.
2021; Wang et al. 2021) to facilitate adaptive policy devel-
opment for coordinating with various counterparts without
prior coordination experience. However, these ZSC methods
demand significant computational resources for data collec-
tion and model optimization, and the resulting policies often
lack interpretability.

Method
The overview of our ProAgent framework, as is depicted in
Fig. 1, involves constant interaction between agents and the
environment. The inference pipeline of ProAgent is a hier-
archical process that involves multiple interactions between
the LLMs and the task at hand. We break down the pipeline
into five key stages:

Knowledge Library and State Grouding. The pipeline
starts with acquiring Knowledge Library specific to the cur-
rent task and transforming the raw tensor state information
into Language-based State description that the LLM can ef-
fectively comprehend.

High-level Skill Planning. Receiving the aligned
language-based state, the LLM-based Planner then ana-
lyzes the current scene, infers the intentino about the team-
mate agent’s intentions, and plans a skill for the current
agent.

Belief Revision. The belief in the teammate agent’s inten-
tion is further corrected by the Belief Revision mech-
anism.

Skill Validation and Action Execution. The selected
skill will be validated by the Verificator and a replan
is needed if the current skill fails. If a valid skill is selected,
and the Controller module decomposes it into low-level
actions, allowing ProAgent to effectively interact with the

task or environment. The controller can be rule-based, or
RL-based methods.

Memory Storage. Throughout the pipeline, all relevant
information involved in the prompt, planning process, val-
idation process, and belief revision process is stored in
the Memory module. This accumulated knowledge helps
in making informed decisions and adjusting behavior over
time.

Prompt Construction
Knowledge library The planning ability of LLMs is
closely related to the prompt at the beginning, which is
also the standard practice in automated planning. ProA-
gent is no exception, and the knowledge library should be
fed into LLMs at the initial stage before the cooperation
task begins. The main difficulty lies in how to build struc-
tured knowledge. In practice, we find that the best com-
bination of knowledge library needs to be described from
three perspectives, including Instructions, Skills,
and Examples.

Figure 2: A template to construct the knowledge library.
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As shown in Fig 2, Instructions are for LLMs to
understand the objective of the task and information about
other cooperative agents. Skills is designed to regulate
the planning pattern of the LLM, defining which skills are le-
gal and which are not. We also enforce the format of LLMs’
responses to follow the CoT: output analysis and then plan
according to the analysis instead of directly outputting a
plan. Examples is an optional component of the three.
Its main functionality is to provide real cases for LLMs to
strengthen their memories and behave following the regula-
tions set by Skills. Normally, Examples should contain
a scene description followed by an analysis and the desired
behavior, such as the selected skill. With these three parts,
LLMs can understand the task and what is expected of them
in the subsequent planning and reasoning stages.
Grounding tensor state to language-based state To fa-
cilitate interaction between LLMs and the environment, it is
essential to establish a bridge between the original symbolic
state provided by the environment and the language-based
state for LLMs. In most scenarios, the raw state is not di-
rectly applicable to LLMs’ usage. Hence, finding an effec-
tive alignment between the original symbolic state and the
language-based state is crucial to enhancing LLMs’ accu-
rate understanding of the current situation. To illustrate this,
we present a simplified example based on the Overcooked-
AI environment, demonstrating how the state can be trans-
formed into language within our ProAgent framework. With
the knowledge library and initial state information prepared,
ProAgent is equipped to tackle the cooperative task along-
side its teammates. This marks the transition to the subse-
quent stage, where ProAgent engages in reasoning and plan-
ning, progressing step by step to achieve its objectives. An
illustrative instance can be found in Fig 3.

Figure 3: Grounding the tensor state to language-based state.

Cooperative Reasoning and Planning
ProAgent is a specialized system tailored for cooperative
tasks, where information from teammate agents plays a piv-
otal role in the coordination process. Existing works mainly

utilize information in two ways: firstly, through explicit in-
corporation, involving communication and exchange of in-
formation before decision-making; secondly, through im-
plicit modeling of teammate agents to facilitate cooperative
learning. Each approach comes with its own set of advan-
tages and disadvantages concerning cooperative reasoning
and planning: The integration of teammate information can
be achieved efficiently by sending teammate agent informa-
tion to LLMs. However, this approach may jeopardize the
overall generalization of ProAgent’s reasoning capabilities.
On the other hand, modeling the teammate agent offers a
more flexible approach, while the modeling process is in-
herently unstable as the teammate agent’s strategy may con-
tinuously evolve, demanding additional resources for main-
tenance.

In order to strike a balance between the generalization
ability of built agents and the efficiency of incorporating
teammate information, particularly for LLMs that possess
excellent reasoning capabilities but face challenges in fine-
tuning or learning extra belief modules, ProAgent introduces
three core components along with a cooperative reasoning
and planning mechanism. The three modules encompass:
1) The Memory module, which stores information about
task trajectory and general knowledge in the task domain.
2) The Verificator module, consisting of one compo-
nent for skill failure analysis and another for transforming
skills into atomic actions. 3) The Controller module,
dedicated to the transformation of skills into atomic actions.
To further align the LLMs’ belief regarding the teammate
agent’s intentions with actual behavior, and thereby contin-
ually enhance prediction accuracy, ProAgent implements the
Belief Revision mechanism. This process effectively
strengthens the LLMs’ beliefs, leading to improved cooper-
ative reasoning and planning.

Memory Module: Leveraging History for Cooper-
ative Behavior In ProAgent, the Memory module
plays a crucial role in supporting information stor-
age and retrieval processes. It consists of two compo-
nents: Knowledge Library and Trajectory. The
Knowledge Library acts as a persistent repository, re-
taining a comprehensive record of the task, including its lay-
out, rules, and demonstrations throughout game play ses-
sions. On the other hand, the Trajectory component
serves as a python list. It stores essential information, such
as the latest Language-based State, Analysis,
Belief of teammates’ intentions, and the Skill used.
When needed, only specific parts of the Memory are re-
trieved, depending on the chosen strategy, such as the
recent-K strategy1 or relevent-K strategy2. Those
strategies focus on the immediate context, facilitating effi-
cient decision-making and planning during ongoing interac-
tions. Overall, the Memory module significantly enhances
ProAgent’s capacity to access pertinent information and co-
operate efficiently with teammate agents. By leveraging past
experiences and learning from historical data, the Memory

1only retrieve the K most recent trajectories.
2retrieve the most relevent K trajectories based on their embed-

ding similarity.
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module empowers ProAgent to make informed decisions
during cooperation tasks.

Planner Module: Reasoning with Chain of Thought
With the history information and current state descrip-
tion ready, ProAgent utilizes the strong reasoning ability
of LLMs to make decisions in the current situation. The
Planner module, which follows the Chain of Thought
(CoT) approach commonly used in LLMs’ reasoning and
planning work (Yao et al. 2023; Hao et al. 2023; Shinn et al.
2023). Instead of directly outputting a plan, the Planner
module makes the final decision step by step. The provided
information is first thoroughly analyzed, and the intention of
the teammate agent’s plan for the current step is predicted.
Based on this Analysis and the Belief about the team-
mate agent, LLMs formulate a plan that ensures it is the
most reasonable and effective strategy for the given situa-
tion. In the experiment part, we design three level prompts
(L1: directly planning without analysis and intention; L2:
with analysis but no intention; L3: with both analysis and
intention) and conduct an ablation study to assess how this
design enhances ProAgent’s performance in a cooperative
scenario.

Verificator Module: Analyzing Skill Failures With
Multi-rounds Prompts In the cooperative setting, the
Verificator module plays a crucial role in scrutinizing
and identifying any unreasonable or flawed planning gener-
ated by the LLMs. Its primary function involves analyzing
the underlying reasons for these inadequacies and providing
valuable insights and suggestions for improvement. In the
ProAgent framework, this process entails conducting a thor-
ough investigation through multiple rounds of prompt and
response between the agent and the LLMs.

To illustrate this process, we first employ a three-
round prompt and response approach, including
Preconditions Check, Double-check and
Error Conclusion. It’s important to note that the
number of rounds or the specific interaction style is not
restricted, and we found in experiments that usually one
round prompt is enough.

The Preconditions Check involves signaling the
LLMs if the current plan is illegal due to internal checks be-
fore its actual execution. A robust internal checking mecha-
nism can prevent failures when the LLMs haven’t fully un-
derstood the consequences of their chosen skill under the
current state. In the Overcooked-AI example, we design the
condition check prompt by leveraging both the current scene
and the failed skill as inputs. We employ a trigger prompt to
enable the LLMs to individually verify each precondition of
the skill and pinpoint the specific one that led to the failure.
To aid in solving multi-step reasoning problems, prompt-
ing techniques like CoT are also adopted. An instance of
the trigger prompt in Overcooked-AI could be: ”Analysis of
why I cannot execute this skill in the current scene step by
step.” or just ”Why did Player 0 fail ?” The preconditions of
each skill can be expressed either in natural language or in
pseudo-code form, which can be more effective as proposed
in previous works (Liang et al. 2023; Singh et al. 2023).

Belief revision: Rectifying Belief on Teammate Agents
The Belief Revision mechanism plays a pivotal role
in rectifying any incorrect beliefs during cooperation. ProA-
gent makes predictions about their teammates’ future behav-
ior and stores relevant analyses in their memory. At the be-
ginning, the observed behavior of the teammate agent may
deviates from the assumed intentions recorded in Memory.
In subsequent steps, ProAgent verifies the accuracy of their
predictions and corrects any erroneous beliefs. Specifically,
the Belief Revision mechanism works to remember
all past infered intentions and really behaviors. The really
behaviors enforces ProAgent to learn from ground truth,
which help it to revise the wrong belief, thereby avoid-
ing similar mistakes in the future. When we use L3 level
prompts with revision, those information will be added into
the prompts for next query. This iterative process allows
ProAgent to refine their beliefs over time and enhance their
ability to make accurate predictions about their teammate’s
intentions. In summary, the Belief Revision mecha-
nism ensures that ProAgent maintains accurate and up-to-
date information about their teammate agent’s real behavior.
By referencing the Belief part of Memory before mak-
ing decisions, ProAgent continually improves the accuracy
of their beliefs regarding their teammate’s future behavior.

Controller Module: Grounding High-Level Skills to
Low-Level Actions Based on the modules and mecha-
nisms discussed above, ProAgent effectively engages in co-
operative reasoning and plans a high-level skill. However, it
is worth noting that there is a gap between the skill space
and the environment’s action space. Therefore, we also need
a Controllermodule which is imperative, aiming to con-
vert language-based skills into low-level actions that can
be executed in the environment. Although this transforma-
tion process is closely tied to the specific task at hand,
making the Controller module highly flexible, it ne-
cessitates the establishment of fixed rules capable of de-
composing the skill into multiple steps of low-level actions
and providing a feedback signal to the reasoning compo-
nent once the action is fully executed. The controller can
be a rule-based path search algorithm or a policy trained by
language-grounded reinforcement learning (Hanjie, Zhong,
and Narasimhan 2021; Ding et al. 2023; Hu and Sadigh
2023; Du et al. 2023) methods. Considering that the con-
troller is not our main concern, we choose the built-in con-
troller in the Overcooked-AI environment , which is imple-
mented based on the search strategy. On this basis, we made
small improvements so that when a road blockage is found,
a new path will be searched again. A better controller can
definitely reach better performance.

Experiments
Experimental Settings
Following previous works on cooperative AI and human-
AI cooperation, we choose Overcooked-AI as our test en-
vironment, in which two agents swiftly prepare and serve
soups by placing up to three ingredients in a pot, cook-
ing the soup, filling the soup with the dish, and delivering

The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

17595



Layout Baseline AI Agents ProAgent (ours)
SP PBT FCP MEP COLE

Cramped Room 168.5± 15.2 178.8± 16.5 196.3± 16.8 185± 15 163.8± 24.1 197.3± 6.1
172.8± 16.1 179.8± 26.8 196± 11.9 178.2± 15.6 169.2± 16.8 194.2± 10.5

Asymmetric Advantages 183.3± 27.5 182.2± 27.9 185.7± 22.7 155.7± 63.9 201.3± 34.5 228.7± 23
177.8± 24.6 152.3± 64.5 167.8± 21.3 184± 41.8 165.5± 33.3 229.8± 21.9

Coordination Ring 122± 17.2 141.3± 28 148.8± 19.4 167.2± 22.4 168.8± 26.1 175.3± 29
133.3± 23.7 141.3± 27.5 145.7± 17.1 159.3± 25.3 158.3± 27.1 183± 31.7

Forced Coordination 6.7± 6.7 15.3± 17.1 44.7± 36.4 23.3± 19.8 24± 21.8 49.7± 33.1
30.2± 21.9 61.7± 46 32.2± 30.2 39.3± 16.9 57.3± 36.4 31± 33.9

Counter Circuit 64.7± 45.8 64.7± 45.9 58.3± 37.5 74.3± 39.1 95.5± 25.2 126.3± 32.3
60.7± 40.8 54.3± 49.1 60± 38.3 81.5± 27.5 100.8± 31.1 128.5± 28.1

Table 1: Performance for all AI agent pairs. Each column represents the average reward and standard error of one algorithm
playing with all others. For each layout, the first row represents the scenario where the agent takes the role of Player 0, and
the AI partner takes the role of Player 1. The second row depicts the vice-versa scenario. The best results for each layout are
highlighted in bold.

the soup. Agents must dynamically allocate tasks and coop-
erate effectively. Five classical layouts are used: Cramped
Room, Asymmetric Advantages, Forced Coordination, Co-
ordination Ring, and Counter Circuit. A detailed description
of each layout can be found in the appendix.

Our primary concern behind this work is how well the
agents developed so far based on ZSC methods can cooper-
ate with diverse teammates, ranging from different AI agents
to humans. In previous works on Overcooked-AI, the coop-
erative performance of an agent is often evaluated with two
held-out populations: self-play (SP) agent and human proxy
model. We conduct a comparative analysis between our pro-
posed ProAgent and five alternatives prevalent in the field in-
cluding SP (Tesauro 1994; Carroll et al. 2019), PBT (Jader-
berg et al. 2017), FCP (Strouse et al. 2021), MEP (Zhao et al.
2023), and COLE (Li et al. 2023b, 2024). We combined the
above six algorithms in pairs to construct 36 pairs. For ex-
ample, we choose the SP algorithm as player 0 and the PBT
algorithm as player 1, and these two algorithms can form an
agent pair (SP, PBT). Since the two players are not all homo-
geneous, we will also form a (PBT, SP) algorithm pair. For
each algorithm pair, we ran five episodes and collected the
mean and standard variation of the episode returns. Besides,
we also select the human proxy model proposed by (Carroll
et al. 2019) to test the agent’s ability to cooperate with hu-
mans. In the main experiments, we use L2 level prompts and
recent-1 strategy.

Collaborating with AI Agents
Quantitative Results Table 1 illustrates the average per-
formance of SP, PBT, FCP, MEP, COLE, and ProAgent
when paired with all the others. For each layout, the first
row represents the scenario where the agent takes the role of
Player 0, and the AI partner takes the role of Player 1. The
second row depicts the vice-versa scenario. The results indi-
cate that ProAgent outperforms the baselines in all layouts
when acting as Playe 0. Taking the role of Player 1, ProA-
gent only slightly underperforms FCP in cramped room lay-
out and loses to PBT in forced coordination layout. We will

examine this failure further in the appendix. In previous
studies, it is rare to compare different AI agent combina-
tions with each other, and our experimental results also re-
veal that none of the other ZSC methods is consistently bet-
ter than other methods. Considering that ProAgent requires
no specific training with distinct teammates and in distinct
layouts, it presents a stronger adaptive ability than the other
AI agents. These results show our LLM-based agent is a bet-
ter cooperator.

Qualitative Results To gain deeper insights into the fun-
damental components of effective cooperation, we perform a
qualitative examination of our ProAgent’s behaviors exhib-
ited during our experiments, leading us to identify several
cooperative behaviors.

ProAgent excels in making strategic plans. For example,
when pot one is cooking and pot two lacks an onion, we
observed that ProAgent would prioritize putting one onion
into pot two. After this, the agent will fetch the plate. At
the same time, cooking can be completed in the first pot,
and this agent with a plate can directly fill the plate with
soup. This process is very effective. Besides, after making a
failure plan, ProAgent can promptly recognize this failure,
and make a new and often better plan.

ProAgent demonstrates a remarkable capacity to dy-
namically adjust low-level actions while executing high-
level plans. For instance, when ProAgent intends to deposit
an onion into a pot, it’s underlying Controller identi-
fies a blocked path caused by its teammate. Swiftly, the
Controller will identify an alternative interconnected
route, skillfully bypassing any potential obstructions. This
adaptive strategy enables ProAgent to discover unhindered
pathways. Moreover, when Planner has no clear goal, the
Controllerwill move randomly. This dynamic operation
helps ProAgent to break the deadlock caused by other AI
agents due to conventions formed during the training phase.
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Figure 4: Performance with human proxy partners. In each layout, the reward bar represents the average performance of one
algorithm collaborating with the unseen human proxy partners over 400 timesteps on five BC models, and the error lines
represent the standard error. The hashed bars indicate the rewards obtained where the starting positions are switched.

Collaborating with Humans
Apart from cooperation with AI agents, our concern also
involves the generalization to human partners. Due to the
limitation of collecting human interaction data, we follow
the previous work (Carroll et al. 2019) that uses a behav-
ior cloning (BC) model trained on human data as a proxy
of humans. Fig. 4 presents the average cumulative rewards
achieved for 400 timesteps by ProAgent when engaged in
collaboration with BC. The reported outcomes encompass
both the mean value and standard error across five distinct
BC models. Analysis of the experimental findings reveals
that across the five environments, ProAgent outperforms the
baseline in four environments, exhibiting particularly note-
worthy superiority when functioning as Player 0 in the con-
text of Forced Coordination. Notably, the positioning dis-
crepancy between the left and right starting positions had a
negligible impact on ProAgent’s performance. However, this
difference led to substantial performance disparities among
the baselines, particularly in asymmetric layouts, where the
cumulative rewards achieved by all baselines were superior
in the left position compared to the right position, consistent
with the findings in COLE (Li et al. 2023b, 2024).

Discussion
Does analysis and belief help in better planning? To
gauge the influence of analysis and intention on the accuracy
and efficiency of decisions made by the Planner Mod-
ule, we conducted an ablation study within the context of
the Cramped Room layout. The experiment considered three
distinct conditions and their respective scores were: 1) 204
for L3 level prompts (with both analysis and intention), 2)
184 for L2 level prompts (with analysis but no intention),
and 3) 100 for L1 level prompts (making a skill plan directly,
neither analysis nor intention). We believe that the signifi-
cance of analysis in the Planner Module lies in its provi-
sion of in-context for final planning just as CoT will improve
the effect of reasoning. Additionally, inferring teammate in-

tentions provides further improvements.

Is Verificator effective in feedback-based reasoning?
Upon removing the Verificator Module and allowing
ProAgent to engage in planning without feedback, we com-
puted success rates over 100 steps. Notably, the success rate
dropped significantly to 20%, underscoring the critical role
of our VerificatorModule in furnishing feedback when
the Planner Module generates inaccurate plans.

Conclusion
In this work, we propose ProAgent, a proactive LLM-based
agent framework, with the primary objective of address-
ing the multi-agent coordination predicament. By leverag-
ing the inherent faculties of LLMs encompassing common
sense comprehension and language-centric task understand-
ing, coupled with explicit mechanisms for reasoning and
planning, ProAgent demonstrates remarkable performance
within various coordination scenarios. Experiments on co-
operating with both AI agents and human proxies in the
Overcooked-AI demonstrate the effectiveness of ProAgent
over state-of-the-art methods. Moreover, ProAgent’s reason-
ing and planning are based on natural language, which is
interpretable and friendly to humans. These encouraging re-
sults pave the way for further advancements in both coop-
erative multi-agent and human-compatible AI systems built
upon LLMs.
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