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Abstract

Knowledge retrieval with multi-modal queries plays a crucial
role in supporting knowledge-intensive multi-modal applica-
tions. However, existing methods face challenges in terms of
their effectiveness and training efficiency, especially when it
comes to training and integrating multiple retrievers to han-
dle multi-modal queries. In this paper, we propose an innova-
tive end-to-end generative framework for multi-modal knowl-
edge retrieval. Our framework takes advantage of the fact that
large language models (LLMs) can effectively serve as vir-
tual knowledge bases, even when trained with limited data.
We retrieve knowledge via a two-step process: 1) generating
knowledge clues related to the queries, and 2) obtaining the
relevant document by searching databases using the knowl-
edge clue. In particular, we first introduce an object-aware
prefix-tuning technique to guide multi-grained visual learn-
ing. Then, we align multi-grained visual features into the tex-
tual feature space of the LLM, employing the LLM to capture
cross-modal interactions. Subsequently, we construct instruc-
tion data with a unified format for model training. Finally, we
propose the knowledge-guided generation strategy to impose
prior constraints in the decoding steps, thereby promoting the
generation of distinctive knowledge clues. Through experi-
ments conducted on three benchmarks, we demonstrate sig-
nificant improvements ranging from 3.0% to 14.6% across all
evaluation metrics when compared to strong baselines.

Introduction
Knowledge Retrieval (KR) is crucial in supporting
knowledge-intensive multi-modal applications, such as vi-
sual question answering (VQA) (Ma et al. 2023), multi-
modal entity linking (Huang et al. 2022) and multi-modal
dialogue (Ma et al. 2022). In these applications, the infor-
mation available within the multi-modal contexts may be
insufficient, necessitating the acquisition of external knowl-
edge. As illustrated in Fig. 1, knowledge retrievers offer key
evidence to assist VQA systems in identifying the motorcy-
cle’s style as a “chopper”. In recent years, information re-
trieval (Chen et al. 2021; Wu et al. 2023; Tang et al. 2023)
has achieved remarkable success. However, challenges still
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Figure 1: Multi-Modal Knowledge Retrieval. Prior studies
use multiple retrievers for separate purposes, while we re-
trieve knowledge through an end-to-end generative model.

persist in terms of effectiveness and training efficiency when
applying these methods to multi-modal scenes. Existing
methods (Luo et al. 2021a; Gao et al. 2022) handle multi-
modal queries by utilizing individual text-to-text and image-
to-text retrievers, which struggle to capture cross-modal in-
teractions and require abundant data to train each module
in the pipelines. The question arises: Can we develop a re-
triever that effectively handles multi-modal queries while
avoiding the redundant pipeline?

Recently, there has been a promising development in the
field of Ad-hoc retrieval called generative retrieval (Wang
et al. 2022; Bevilacqua et al. 2022). This approach aims to
simplify the retrieval pipeline by generating relevant docu-
ment identifiers instead of retrieving them from a large-scale
corpus. Instead of retrieving actual documents, these meth-
ods directly generate identifiers such as document titles or
URLs that are relevant to the query.

Nevertheless, these generative retrieval methods have not
been applied to multi-modal knowledge retrieval for two rea-
sons. Firstly, knowledge-aware documents, which contain
information from multiple aspects, cannot be effectively rep-
resented by static identifiers, such as numeric IDs (Tay et al.
2022) and titles (Chen et al. 2022b). This is because queries
from different modalities attend to different aspects of doc-
uments. For example, as depicted in Fig. 1, the text query
attends to keywords that are present in both query and docu-
ment (e.g. “motorcycles”), whereas the image query concen-
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trates on descriptive words about specific visual elements.
Secondly, the identifiers (Tay et al. 2022) require additional
memory steps and are inefficient when dealing with large-
scale corpora. This approach proves to be training-inefficient
and struggles to perform well when encountering unseen
knowledge, highlighting its lack of generalization capabil-
ities.

To address these challenges, we propose a generative
framework for multi-modal knowledge retrieval, briefly de-
noted as GeMKR. This framework leverages the LLMs,
LLaMA, as its core model, based on the premise that
LLMs can effectively function as virtual knowledge bases
(KB) (Pan et al. 2023) even then fine-tuning with limited
data. In GeMKR, we abandon the traditional pipeline that
calculates the similarity between queries and knowledge. In-
stead, we retrieve knowledge via a two-step process: 1) gen-
erating knowledge clues related to the queries, and 2) ob-
taining the relevant document by searching databases using
the knowledge clue. Please note that only the first step re-
quires neural computation, while the second step is a defini-
tive and efficient database operation. Here, knowledge clues
are defined as any subsequences within a document that ap-
pear exclusively in that particular document. Unlike the one-
to-one relationship between an identifier and a document,
each knowledge clue in GeMKR uniquely corresponds to
a knowledge-aware document in the knowledge base, while
each document can be mapped by multiple knowledge clues.

We carry out primary experiments on three bench-
marks, with knowledge base sizes ranging from 112,724 to
21,015,324. The experimental results show significant im-
provements of 3.0-14.6% across all metrics compared to
strong baselines. Notably, GeMKR achieves improvements
of 14.6% and 8.9% in P@5 and R@5 respectively, when re-
trieving information from a knowledge base comprising 21
million documents. This outcome illustrates our model’s ca-
pacity to generalize well to large-scale knowledge sources.

Related Work
Multi-Modal Knowledge Retrieval
Knowledge-intensive multi-modal tasks require extensive
knowledge access due to the insufficiency of vital informa-
tion within their contexts. Existing methods ensemble var-
ious types of retrievers to acquire world knowledge. Rep-
resentative retrieval methods include BM25 (Robertson and
Zaragoza 2009a) and DPR (Karpukhin et al. 2020a) for text
retrieval, CLIP (Radford et al. 2021a) for image-to-text re-
trieval, and GENER (De Cao et al. 2021) for entity retrieval.
However, the simple integration of multiple retrievers for
individual purposes is inadequate for knowledge-intensive
multi-modal tasks due to the following reasons. Firstly, it is
important to consider the interaction between visual and tex-
tual queries in order to understand the relationships between
visual objects and textual entities. Secondly, the pipeline in-
volves the integration of various external tools, resulting in
inconvenient usage.

In contrast to the integration of multiple traditional re-
trievers, some studies have proposed new methods and
benchmarks to facilitate research on this task. (Luo et al.

2021b) constructs a knowledge retrieval dataset using the
OKVQA benchmark (Marino et al. 2019). This dataset ne-
cessitates the retrieval of relevant evidence, using both the
question and image as queries. This dataset comprises a
small KB of 112K knowledge records and a large KB con-
sisting of 21M records. This poses a tough challenge in
obtaining accurate knowledge from such an extensive KB.
(Luo et al. 2023a) introduces a high-quality multi-modal
knowledge retrieval dataset, imposing higher demands on
cross-modal understanding. To jointly encode visual and
textual queries, recent studies (Luo et al. 2023a) have ex-
plored training a single-stream vision-language model to ob-
tain cross-modal representation. Due to differences between
the modalities, they use millions of data to train their models
in a contrastive framework. Despite achieving improvements
over the above methods, multi-modal knowledge retrieval
remains an under-explored task in terms of effectiveness and
training efficiency.

Generative Retrieval
Recently, some studies (Wang et al. 2022; Tay et al. 2022;
Li et al. 2023; Zhou, Dou, and Wen 2023) have explored
retrieving documents through generative language mod-
els, e.g. BART. They simplify the pipelines of retrieval
by directly generating identifiers of relevant documents for
queries rather than retrieving from a large-scale corpus.
(Tay et al. 2022) proposes DSI (Differentiable Search In-
dex) framework that builds the search index in Transformer
memories rather than in databases. It assigns each document
a numeric ID as the identifier, which requires extra mem-
ory steps and is inefficient and ineffective in the large-scale
corpus. Instead of numeric IDs, (Chen et al. 2022b,a) take
Wikipedia titles as identifiers to integrate semantic informa-
tion about documents into identifiers, whereas (Bevilacqua
et al. 2022; Li et al. 2023; Chen et al. 2023) leverages n-
grams in documents as identifiers and introduces an effi-
cient FM-Index (Ferragina and Manzini 2000) structure to
guide the generation of identifiers. However, each n-gram
could correspond to several documents, as a short n-gram
might appear in several contexts. To address these issues, the
above methods generate numerous n-grams for each query
and then re-rank these n-grams to obtain the final results.

Large Language Model and Efficient Fine-tuning
Early explorations leveraging the power of LLMs for infor-
mation retrieval exist, such as using LLMs to understand
queries (Jagerman et al. 2023), generating training data for
downstream retrieval (Gao et al. 2023), and making deci-
sions in re-ranking stages (Ferraretto et al. 2023), which
demonstrate the potential of LLMs in the retrieval task. De-
spite the strong capabilities of LLMs, their enormous param-
eters pose challenges for computational resources when fine-
tuning for downstream tasks. To mitigate these challenges,
parameter-efficient fine-tuning methods (Han et al. 2022;
Ding et al. 2023; Zhang et al. 2023a) have been proposed
which reduce costs by updating only a subset of parame-
ters. Typical efficient methods include prompt tuning (Ding
et al. 2022), prefix tuning (Li and Liang 2021; Yang and
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Liu 2022), adapter methods (Zhang et al. 2023b; Diao et al.
2023), and the low-rank (LoRA) method (Hu et al. 2021).

Methodology
We propose GeMKR, an end-to-end generative framework
for multi-modal knowledge retrieval. GeMKR consists of
three components, as depicted in Fig. 2: Object-aware
prefix-tuning for fine-tuning the visual backbone, Multi-
Modal Alignment using LLMs to capture cross-modal in-
teractions, and Knowledge-guided Constraint Decoding
for generating informative knowledge clues.

Problem Formulation
Formally, let D = {D1, D2, ..., Di}Ni=1 denotes a knowl-
edge base used for the multi-modal knowledge retrieval task.
As a generative retrieval model, our goal is to generate the
relevant knowledge clues {C}, which can be definitively
mapped to documents in D. Our model takes the multi-
modal query Q = {T, V } as input and generate the relevant
knowledge clue with an auto-regressive score, as Eq. 1.

score(C,Q) = FΘ(C|Q) =
∏
j=1

FΘ(cj |c<j , Q). (1)

where FΘ is the generative retriever with parameters Θ, and
cj is the jth token of the knowledge clue. During inference,
the model employs a constrained strategy to guide the de-
coder in generating content within a limited token space at
each step, which ensures that each knowledge clue Cj can
be definitively mapped to a document Di as Eq. 2.

φ : Cj → Di,where Di ∈ D. (2)

Finally, we sort the document set {Di} based on auto-
regressive scores score(Ci,Q) to obtain the final retrieval
results.

Object-aware Prefix Tuning
To efficiently fine-tune the visual backbone, we present the
Object-aware Prefix Tuning method that explicitly guides
the visual understanding using objects (i.e., visual entities)
as the learnable prefix. As shown in the bottom of Fig. 2, we
utilize the CLIP model with N Transformer layers as our
visual backbone, and we feed two groups of features, XP

and XI , into CLIP using a prefix tuning approach as Eq. 3.
Here, XP denotes the learnable prefix prompts, which are
mixed with fine-grained visual object information, while XI

represents the embeddings of each visual token encoded by
the patch embedding layer. To mitigate catastrophic forget-
ting of the visual backbone, we freeze the parameters Θv of
the visual backbone and only make the prefix prompts XP

learnable.
Hv = Fvisual(XP ,XI ;Θv). (3)

For the preparation of XP , we first randomly initialize
the N prefix prompts XPr for N layers, with the parameter
matrix in a dimension of l × d, where l denotes the length
of the prefix and d is the visual dimension. Note that the
prefix prompts are not shared across layers. To obtain ob-
ject features, we crop the objects from images and trans-
form them into a fixed resolution. Next, we extract their

Text: What style of 
motorcycles are pictured 
here?

Large Language Model

Proj. Layer

Proj. Layer Patch Linear Layer

Layer N....

Prefix Vector Visual Token

Layer i-th
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Figure 2: Overall architecture of our GeMKR.

features as XR ∈ ℜr×d using a frozen visual encoder,
CLIP. Lastly, we feed XR into a learnable projection layer
as HR = Linear(XR) and pad them with zero vectors to
maintain the same dimension as the prefix. Taking the ith

layer in the visual backbone as an example, we denote the
predefined prefix vector as Xi

Pr ∈ ℜl×d and the visual fea-
tures obtained from the (i− 1)th layer is Hi−1

I ∈ ℜl×d, we
acquire the object-aware prefix vector via simply addition as
Eq. 4,

Xi
P = Xi

Pr +HR. (4)

After that, we concatenate Xi
P in front of Xi

I , as X =
[Xi

P ;H
i
I ], and feed them into the self-attention module.

This method allows the fine-grained object features within
Xi

P to better guide the visual backbone during the adapta-
tion process.

However, the distribution discrepancy between the object
feature HR and the immediate output Hi

I may lead to a sig-
nificant loss at the early training stages, potentially disturb-
ing the fine-tuning process. Similar to (Zhang et al. 2023b),
we introduce a dual-flow attention mechanism to address
this issue by independently computing attention weights for
prompt vectors and hidden states. Specifically, We com-
pute the query vector on Hi

I , by applying LinearQi
(Hi

I),
while the key and value vectors are independently computed
for Xi

P and Hi
I using the linear layers LinearKi

(·) and
LinearVi

(·), denoted as Ki
p, Ki

h, V i
p , and V i

h . We follow
the vanilla attention module, as Eq. 5, but individually ap-
ply attention maps for two components and multiply value
vectors to obtain outputs, as Eq 6,

Att(Q,K,V ) = Softmax(
Qi(Ki)T√

d
)V , (5)

Hi
O = Att(Qi

h,K
i
p,V

i
p ) ∗ σ +Att(Qi

h,K
i
h,V

i
h ). (6)
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Here, σ denotes a gate function to control the information
flow from the prompt vectors to visual tokens. Dual-flow at-
tention mechanism effectively alleviates the influence of un-
certainty from the prefix, while keeping the ability of the vi-
sual backbone to obtain high-quality representation, thereby
making a more stable fine-tuning process. After N Trans-
former Layers, we could obtain the final representation Hv

from the visual backbone, where Hv contains a representa-
tion of the [CLS] token, denoted as hcls and representations
of other visual tokens.

Multi-Modal Alignment
To effectively integrate visual features into pre-trained LLM,
we employ the simple projection scheme as illustrated in the
middle part of Fig. 2, which demonstrates effectiveness in
other vision-language studies (Zhu et al. 2023). Specifically,
we utilize the [CLS] token hcls to represent the image at a
holistic level since the long sequence of visual tokens would
disturb the linguistic knowledge in LLMs. Besides, we also
leverage object features HR as features to integrate object-
level visual information. Then, a simple linear layer is ap-
plied to map the visual representation to the text embedding
spaces as Eq. 7,

H
′

v = Linear([hcls;HR]). (7)

After that, we utilize LLaMA as our textual backbone, with
text embedding and the visual representation H

′

v as inputs.
Based on the multi-modal input, the LLM can predict the
next token step by step.

Instruction Tuning
Supervised Text Sampling. During training, knowledge
clues are not explicitly provided in this task. Instead, the
benchmarks offer a set of relevant documents for each query.
However, these documents tend to be excessively long, com-
prising redundant information, whereas knowledge clues are
ideally concise text snippets directly pertinent to queries.

To address this issue, we first split the positive document
into individual sentences and evaluate each sentence’s rele-
vance by counting the number of keyword hits between the
sentence and the query, where the higher the hit rate, the
more relevant information the sentence contains. Despite se-
lecting the sentences S with the most keyword hits, they are
still not ideal supervised texts, since these sentences have
varying lengths. Therefore, we calculate the count of hits
cwi for each span wi:i+n as the relevant score πwi =

cwi

cwi
+ρ

and normalize the scores of all the spans in the sentence
through a softmax function, where ρ is the smoothing fac-
tor. We sample m start positions of snippets according to the
normalized distribution and cut out l tokens from the start
positions to obtain m knowledge clues with the same length.

Instruction Data Construction. Firstly, we create the in-
struction template in a unified format with predefined slots
for filling the multi-modal queries. As shown in Fig 2, the
template contains a task description, an instruction text de-
rived from the textual query, and several predefined slots
for visual features. The instruction data is used to train the

model, prompting the prediction of tokens after the “re-
sponse:” token, and thus only the predicted tokens are used
to compute the loss.

Model Training. We perform instruction tuning for the
whole model on the predicted tokens. We freeze the param-
eters of LLaMA and use the low-rank adaptation (LoRA)
method for efficient adaptation. We adopt the common auto-
regressive training objective, as Eq 8,

Lgen = −
l∑

i=1

logFΘ(ci|c<i;T ;V ;Θ). (8)

where Θ denotes unfrozen parameters.

Knowledge-guided Constraint Decoding
During inference, our model applies the knowledge-guided
constraint decoding strategy to guide the decoder in search-
ing within a limited token space at each step, so as to gen-
erate a valid knowledge clue that can be mapped to one
and only one document within the knowledge base. To fa-
cilitate efficient search from the KB, we introduce the FM-
Index database (Ferragina and Manzini 2000) for its stor-
age. The FM-Index offers three interfaces: GetNext, Valid-
Distinct, and LookupDoc, enabling efficient lookup from a
large-scale corpus at the millisecond level.

In each generation step, our model employs the previously
generated tokens as prefix conditions to invoke the GetNext
interface. Subsequently, the interface searches for the strings
that match this prefix, obtaining the succeeding token as the
next allowable token. Lastly, the model constructs a mask
matrix derived from the set of allowable tokens, wherein to-
kens in the set are assigned a value of 1, and others are set
to 0. This matrix is employed to modify the predicted distri-
bution, ensuring that the decoded knowledge clue appears at
least once in the knowledge base.

To make the generated knowledge clues more distinctive,
we force the model to generate at least lmin tokens. Then,
we use the ValidDistinct interface to validate whether the
generated tokens can be uniquely mapped to a knowledge
record in the KB. If the return is “True”, the generation
process is stopped. Otherwise, the model continues to gen-
erate the next token and validate every step until the max
length lmax is reached or the returned value is “True”. We
add the penalty term in the decoding process to encourage
short discriminable clues to be ranked in the front of the
queue whereas long ambiguous clues are in the tail. Based
on these strategies, most of the generated clues can corre-
spond to a unique record in the knowledge base. We regard
the knowledge clues corresponding to several documents as
invalid outputs and drop them directly. We can obtain the
whole knowledge document by using the LookupDoc inter-
face with a generated knowledge clue as input, which is a
definitive and efficient operation.

Experiments
Settings
We conduct experiments on three benchmarks of multi-
modal knowledge retrieval: OKVQA-GS112K (Luo et al.
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Model OKVQA-GS112K OKVQA-WK21M ReMuQ
P@5 R@5 R@10 P@5 R@5 R@10 P@1 R@5 R@10

BM25 (Robertson and Zaragoza 2009b) △ 27.5 51.4 63.0 27.9 50.2 60.9 5.6 8.8 10.8
DPR (Karpukhin et al. 2020b) △ 27.7 55.6 66.4 28.1 59.4 71.1 35.8 43.4 48.8
CorpusBrain (Chen et al. 2022b) ⋆ 28.2 58.6 66.9 - - - - - -
SEAL (Bevilacqua et al. 2022) 30.4 62.9 73.9 - - - 56.7 66.4 74.1
CLIP (Radford et al. 2021b) △ 11.1 34.5 50.5 9.7 29.8 43.0 19.4 40.2 49.3
VRR (Luo et al. 2021a) △◦ 39.4 71.5 81.5 - - - - - -
ReViz(Luo et al. 2023a) △ 34.5 66.1 77.8 30.1 60.9 72.2 49.1 62.4 71.6
ReViz-ICT(Luo et al. 2023a) △⋆ 41.7 73.4 83.2 31.4 61.9 72.6 62.1 76.2 83.3
GeMKR (Our Model) 49.1 78.6 86.2 46.0 70.8 79.1 75.2 90.3 92.7

Table 1: Results on the benchmarks of multi-modal knowledge retrieval, where ⋆ represents the method uses external data, ◦
indicates the method ensembles several retrievers, △ means results are reported in (Luo et al. 2023a).

Dataset Train/Val/ Test KB size
OKVQA-GS112K 8,062/896/5,046 112,724
OKVQA-WK21M 8,062/896/5,046 21,015,324

ReMuq 7,576/842/3,609 195,837

Table 2: Dataset statistics.

2021a), OKVQA-WK21M (Luo et al. 2023b) and Re-
Muq (Luo et al. 2023b), which are derived from the VQA
task leveraging both the image and question as queries. The
dataset statistics can be found in Tab. 2.

Evaluation Metrics. We strictly follow the settings of
the original papers, using the corresponding metrics for
each dataset. We evaluate model performance using Pseudo-
relevance Precision@K (P@K) and Pseudo-relevance Re-
call@K (R@K). Specifically, we use R@5, and R@10 for
all datasets. For ReMuQ, which has exactly one correct doc-
ument per query, we use P@1. For the other datasets, we
use P@5. Please refer to the formalized definition in their
original paper (Luo et al. 2021a, 2023a).

Baselines. We adopt several baseline methods for com-
parison: (1) BM25 (Robertson and Zaragoza 2009b) and
DPR (Karpukhin et al. 2020b) are classical document
retrieval models. (2) CorpusBrain (Chen et al. 2022b)
and SEAL (Bevilacqua et al. 2022) are advanced gener-
ative retrieval models. (3) CLIP (Radford et al. 2021b)
is a typical image-to-text retriever. (4) VRR (Luo et al.
2021a) integrates three retrievers, including BM25, DPR,
and LXMERT (Tan and Bansal 2019). (5) ReViz and Re-
Viz+ICT (Luo et al. 2023a) are multi-modal retrievers that
are designed for this task. Note that we use the image caption
model to obtain the textual description of images and feed
the textual features to enhance the understanding of multi-
modal contexts for textual baselines.

Implementation Details In our main experiments, we use
ViT-L/14 from pre-trained CLIP (Radford et al. 2021b) as
the image encoder and LLaMa-7b (Touvron et al. 2023) as
the text encoder. We use YOLOv7 (Wang, Bochkovskiy, and
Liao 2022) to obtain bounding boxes, keeping the top 5
most confident objects for images with excessive objects.

Our model is implemented by Pytorch and trained using
a learning rate of 6e-5, the Adam optimizer with a warm-
up strategy, and batches of 12 instruction data. Training is
performed on an NVIDIA A6000 48G GPU and completed
within three hours. Unlike other approaches, we train our
model end-to-end without additional data. We construct in-
struction data from the original dataset as shown in Tab. 2,
and sample two knowledge clues for each positive docu-
ment. For inference, knowledge sources are indexed using
the FM-Index (Ferragina and Manzini 2000) technique and
stored in the Sdls-lite1 database for efficient storage and
lookup. To generate distinct knowledge clues, we use con-
strained beam search to decode clues over 10-15 timesteps
with 20 beams and 4 beam groups. 2

Main Results
As shown in Tab 1, we conduct a comparative analysis of
our model against baseline approaches across three bench-
marks, varying in KB sizes from 112K to 21M. Evidently,
our proposed approach consistently outperforms the lead-
ing state-of-the-art baselines across all evaluated metrics.
In particular, the improvements, measured by P@K, sur-
pass a minimum of 13.1% on the ReMuQ and OKVQA-
WK21M datasets, demonstrating our model’s capacity to re-
trieve more precise knowledge compared to alternative base-
lines.

Besides, ReViz-ICT, which utilizes a single-stream query
encoder to capture cross-modal interactions, consistently
achieves superior performance among other baselines. The
lower performance of other baseline models, emphasizes the
importance of cross-modal interaction in this task. How-
ever, training a multi-modal query encoder necessitates a
large amount of multi-modal data, which is both resource-
intensive and data-inefficient. In contrast, our model only re-
quires 20K instruction data for lightly fine-tuning with only
14M parameters of the total 7.3B. What’s more, we observe
that the textual generative baseline SEAL produces promis-
ing results when employing image captions as visual fea-

1https://github.com/simongog/sdsl-lite
2The code will be released in this repository.

https://github.com/xinwei666/MMGenerativeIR
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Delete Module P@5 R@5 R@10
Full Model 49.1 78.6 86.2
w/o Obj. Feature 46.9 76.7 85.3
w/o Dual-flow Att 47.5 76.5 84.5
w/o Obj. Prefix 46.5 76.5 84.1
w/o Lora 44.5 75.3 84.2
w/o (Obj. Prefix & Lora) 39.5 72.2 82.1
w/o Visual Queries 40.4 69.8 79.3

Table 3: Ablation studies on the OKVQA-GS112K .

tures. This observation indicates the effectiveness of gener-
ative models in knowledge retrieval tasks.

While ReViz-ICT demonstrates good performance in re-
trieving from smaller knowledge bases, the improvement
is less evident when applied to the larger-scale knowledge
base. Conversely, our model exhibits superior performance,
surpassing ReViz-ICT by a margin of at least 6.4%, when re-
trieving information from a knowledge base comprising 21
million entries. This outcome demonstrates that our model
can generalize well to varying scales of knowledge sources.

In a nutshell, our model is well-suited for multi-modal
knowledge retrieval, supported by two potential reasons.
Firstly, our model adeptly aligns visual representations with
LLMs, thereby enhancing its capability to deeply understand
multi-modal queries. Secondly, our model introduces a con-
strained beam search guided by knowledge bases. This ap-
proach takes advantage of the knowledge potential of LLMs
while imposing constraints to mitigate unreliable outputs.

Analysis
Ablation Study
In this section, we conduct a series of ablation studies from
the bottom to the top layer by deleting each module respec-
tively. Results are in Tab 3.

In the ablation study of the Object-aware Prefix Tuning
(Obj. Prefix) module, we initiate the evaluation by omit-
ting the object feature, resulting in an evident drop of 2.2%
and 1.9% in P@5 and R@5 respectively. This observation
indicates the importance of object features in multi-modal
knowledge retrieval. Next, we substitute the dual-flow atten-
tion mechanism (as Eq 6) with the vanilla attention, leading
to a performance decrease of 1.5% to 2.1%. Lastly, upon
complete removal of the prefix tuning module, there is a sig-
nificant decline of at least 2% across all metrics, thus demon-
strating the effectiveness of object-aware prefix-tuning in in-
tegrating multi-grained visual features.

Furthermore, we explore the effectiveness of each opera-
tion on the LLMs. We first freeze all parameters of the LLM
(i.e. removing the Lora adaptation), resulting in a perfor-
mance decrease. Additionally, when both the Object-aware
Prefix-tuning and Lora adaptation are removed (only updat-
ing the parameters of the projection layers), the results ex-
hibit a sharp decline of over 10%, falling below even the
baseline performance levels. This outcome demonstrates the
essential role of the LLM, which operates as a virtual knowl-
edge base for generating precise knowledge clues. Finally,

OPT-1.3B OPT-2.7B OPT-6.7B LLaMA-7B LLaMA-13B

65

70

75

80

85 R@5
R@10

Figure 3: Results of scaling up the LLMs

we remove the visual module and use textual queries and im-
age captions as inputs. The model’s performance decreases
further, highlighting that image caption models cannot re-
place the role of visual modules in multi-modal tasks. Nev-
ertheless, the performance is still better than the best textual
baseline SEAL, which shows the effectiveness of other de-
signs in our model.

Effect of Model Sizes
Additionally, we utilize diverse LLMs (Zhang et al. 2022;
Touvron et al. 2023) at varying scales (i.e., 1.3B, 2.7B, 6.7B,
7B, and 13B) to examine the impact of the LLM scale on
performance. Employing the same instruction data and train-
ing strategies, we fine-tune these models and present the
outcomes in Fig. 3. The enhancements seen in LLaMA-
13B in comparison to LLaMA-7B are minor. One possi-
ble explanation is that the LLaMA-7B has already achieved
strong performance. Despite achieving better outcomes with
our model utilizing LLaMA-13B, we abstain from scaling
up the model due to computational costs. Despite having a
comparable number of parameters, LLaMA-7B outperforms
OPT-6.7B, thereby demonstrating the inherent strengths
of LLaMA. Furthermore, Employing LLMs with smaller
scales results in a decline in performance. When efficiently
fine-tuning a small model with 20K instruction data, the re-
sults reveal the restricted ability in knowledge retrieval ow-
ing to the insufficient scale of model parameters. Therefore,
it is necessary to either employ large-scale language models
or fully tune small models with more data.

Effect of Constraint Strategies
To investigate the role of knowledge clues, we analyze the
effect of constrained decoding on the recall metric. We pro-
pose four strategies with progressively relaxing constraints,
1) directly generating sentences with constraints. 2) gener-
ating the first sentence in the document under constraints,
then using it as the identifier to look up the correspond-
ing document, similar to (Chen et al. 2022b). 3) generating
knowledge clues as previously described. 4) generate uncon-
strained text.

As shown in Tab. 4, the first and last perform poor results
for two possible reasons. The one is that generating a long
document from the first token is challenging due to insuffi-
cient input. The other is that strong constraints may disrupt
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Textual Query Visual Query Predicted Knowledge Clues Relevant Documents

What sport can you 
use this for?

motocross is a form of off-road 
motorcycle racing held on

Name the type of 
plant this is? 

What toy is this?

Doc:19254.  motocross is a form of off-road motorcycle 
racing held on enclosed off-road circuits.  the sport 
evolved from motorcycle trials competitions held in the 
UK. history 2 major competitions 2.1 fim motocross world 
championship 2.2 ama motocross championship......

Doc:89997.  ... organic green living herbs gardentreespalm 
trees palm trees by lovetoknow staff reviewed by sally 
painter palm trees are among the most exotic and 
recognizable foliage on the planet.  there are nearly 3,000 
different species of palm trees throughout the world.  ...

palm trees are among the most 
exotic and recognizable foliage

Doc:11053.  ...  around the world, many children—and 
some adults—have teddy bears, stuffed toys in the form 
of bears, named after the american statesman theodore 
roosevelt when in 1902 he had refused to shoot an 
american black bear ...

teddy bears, stuffed toys in the 
form of bears

Figure 4: Case Study. Three cases from the OKVQA-GS112K dataset. Each predicted knowledge clue can be uniquely mapped
to a document in the KB. The predicted knowledge clues that occur in corresponding documents are highlighted in yellow.

Generation Strategy R@5 R@10
Full Document w/ Constraints 51.6 59.9
First Sentence w/ Constraints 62.4 70.2
Knowledge Clue w/ Constraints 78.6 86.2
Free Text w/o Constraints 64.5 70.9

Table 4: Results of different generation strategies.

Only Textual Query Only Visual Query
United-States, racing, people, mountain,

sport, American, building, black,
Snowboarding, Olympics, white, statue,

Manhattan, Boeing, hand-painted, world,
Mcdonald’s, Baseball sunrise, lightning

Table 5: Top 10 keywords in knowledge clues when using
uni-modal queries.

the predicted distribution, whereas no constraint may lead to
erroneous generation. Compared with the third, the second
underperforms by at least 14%, the possible explanation is
that the multi-modal query attends to the multiple aspects
of knowledge, while the first sentence can not represent all
information in the document. To verify the assumption, we
respectively count the occurrence of keywords in knowledge
clues when using uni-modal queries as input. We sample 100
data points to visualize them in the Tab. 5

As shown in Tab 5, the generated keywords differ across
different modal inputs. Our model tends to produce knowl-
edge clues that align with keywords in textual queries when
text alone is provided as input. Conversely, when images
are the sole input, the generated knowledge clues encom-
pass more descriptive terms related to the images, such as at-
tributes, colors, and objects. This observation highlights that
distinct modal queries focus on diverse aspects of knowl-

edge, indicating why the static identifier yields unsatisfac-
tory results in this task. Our model benefits from knowledge
clues that can flexibly associate information from multiple
aspects and serve as dynamic identifiers.

Case Study
To qualitatively illustrate why GeMKR works, we analyze
the prediction results on the OKVQA-GS112K dataset in
Fig. 4. We observe that (1) both textual and visual queries
provide useful features. As seen in the third example, the
term “toy” in the text is semantically correlated with the re-
gion depicting a “teddy bear” in the image, indicating that
fine-grained cross-modal correlations are important to un-
derstand multi-modal queries. (2) Knowledge clues are free-
format text snippets with rich semantics that can appear at
any position within a document. In contrast to static iden-
tifiers (e.g. title and Docid), knowledge clues offer greater
flexibility in representing a document, harnessing the gen-
erative capabilities of LLMs without the need for addi-
tional steps to memorize associations between knowledge
and identifiers. This strategy enhances generalization for un-
seen knowledge, potentially contributing to the effectiveness
of our model.

Conclusion
In this paper, we are the first to introduce a generative
pipeline into multi-modal knowledge retrieval tasks, instead
of discriminative retrievers, which ensemble multiple re-
trievers for separate modalities. Besides, we make use of in-
herent knowledge within LLMs and design an efficient fine-
tuning framework to align multi-grained visual features with
textual features and feed them into LLMs for efficient multi-
modal learning. Third, we propose a novel constraint decod-
ing strategy to utilize knowledge clues as dynamic identifiers
for generative decoding. Experiments on the three datasets
demonstrate the effectiveness of our model.
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