
Uni-MIS: United Multiple Intent Spoken Language Understanding via Multi-View
Intent-Slot Interaction

Shangjian Yin, Peijie Huang*, Yuhong Xu
College of Mathematics and Informatics, South China Agricultural University, China

sjy8460@163.com, {pjhuang, xuyuhong}@scau.edu.cn

Abstract

So far, multi-intent spoken language understanding (SLU)
has become a research hotspot in the field of natural lan-
guage processing (NLP) due to its ability to recognize and
extract multiple intents expressed and annotate correspond-
ing sequence slot tags within a single utterance. Previous re-
search has primarily concentrated on the token-level intent-
slot interaction to model joint intent detection and slot fill-
ing, which resulted in a failure to fully utilize anisotropic
intent-guiding information during joint training. In this work,
we present a novel architecture by modeling the multi-intent
SLU as a multi-view intent-slot interaction. The architecture
resolves the kernel bottleneck of unified multi-intent SLU
by effectively modeling the intent-slot relations with utter-
ance, chunk, and token-level interaction. We further develop
a neural framework, namely Uni-MIS, in which the unified
multi-intent SLU is modeled as a three-view intent-slot inter-
action fusion to better capture the interaction information af-
ter special encoding. A chunk-level intent detection decoder
is used to sufficiently capture the multi-intent, and an adaptive
intent-slot graph network is used to capture the fine-grained
intent information to guide final slot filling. We perform ex-
tensive experiments on two widely used benchmark datasets
for multi-intent SLU, where our model bets on all the current
strong baselines, pushing the state-of-the-art performance of
unified multi-intent SLU. Additionally, the ChatGPT bench-
mark that we have developed demonstrates that there is a con-
siderable amount of potential research value in the field of
multi-intent SLU.

Introduction
Spoken Language Understanding (SLU) plays a crucial role
in task-oriented dialog systems, with the primary objective
of constructing a semantic frame that encapsulates the user’s
request. This semantic frame is meticulously crafted through
intent detection, identifying the user’s intentions, and slot
filling, extracting pertinent semantic elements. Since the two
sub-tasks of intent detection and slot filling are closely tied
(Tur and Mori 2011), dominant SLU systems adopt joint
models to model the correlation between them (Liu and Lane
2016; Goo, Gao, and Hsu 2018; Qin, Che, and Li 2019).
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Figure 1: An example with multi-intent detection and
slot filling: “FN”, “AF”, “FC”, “TC”, “CR” and “TP”
denote “Flight No”, “Airfare”, “froc.ctn”, “toloc.ctn”,
“cost relative” and “Transition Point”. The multi-intent in-
formation can be categorised into three levels.

In real-life scenarios, users often express multiple intents
within a single utterance, and the Amazon internal dataset
showed that 52% of examples are multi-intent (Gangadhara-
iah and Narayanaswamy 2019). Figure 1 shows a two-intent
example, which contains a classification task to classify the
intent labels (i.e., predict the intents as : Atis Flight No
and Atis Airfare) and a sequence labeling task to pre-
dict the slot label sequence (i.e., label the utterance as {O,
O, O, O, O, B-frloc.ctn, O, B-toloc.ctn, O, O, O, O,
B-toloc.ctn, O }). However, most prior work only fo-
cused on the simple single-intent scenario, failing to effec-
tively handle the multi-intent setting with the original net-
work.

To deal with multi-intent scenarios, an increasing number
of studies have begun to focus on modeling SLU in multi-
intent settings. Xu and Sarikaya (2013) and Kim, Ryu, and
Lee (2017) first explored the multi-intent SLU. Then Qin
et al. (2020a) proposed an adaptive interaction framework
(AGIF) to achieve fine-grained multi-intent information in-
tegration for token-level slot filling, which however suffers
from information leakage issues due to its autoregressive
architecture. Qin et al. (2021b) further proposed a global-
locally graph interaction network (GL-GIN) to model slot
dependency and interaction between multiple intents, which
unfortunately potentially suffers from the fact that the in-
tent information is misaligned as it simply treats intent de-
tection as a token-level task. Recently, Huang et al. (2022)
proposed a chunk-level intent detection (CLID) framework
to split multi-intent into single-intent with an intent transi-
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tion point, achieving a promising performance. However, it
is still possible to come across the problem of error propaga-
tion as it only utilizes the final predicted intent to guide slot
filling and ignores rich anisotropic intent information during
the join training state.

Most of the existing work has paid the major focus on
how to accurately identify the intent and utilize the predicted
token-level intent to guide the slot filling task. Few studies
pay attention to building a fine-grained intent-slot interac-
tion during the join training state. Indeed, anisotropic latent
intent information plays a significant role in guiding slot fill-
ing. For example, as shown in Figure 1, utterance-level in-
tent provides global semantic information and enables effec-
tive mitigation of information loss across the entire sentence,
but its coarse-grained nature lacks the ability to capture de-
tailed nuances; token-level intent offers a finer-grained in-
teraction, allowing it to capture intent at the word level and
achieve a more detailed understanding of the sentence’s se-
mantics and objectives. However, it may overlook succes-
sive fragments of intentional information in a sub-sentence;
chunk-level intent considers the intent in segments, yet it
encounters issues such as a lack of context and performance
constraints. Considering these perspectives, the three views
of intent-slot interaction complement each other, making it
reasonable to combine them into a unified framework.

Based on the multi-view intent-slot interaction scheme,
we further present a neural framework for unified multi-
intent SLU (cf. Figure 2). First, Roberta (Liu et al. 2019b)
is used to provide contextualized word representations and
utterance intent information, and two BiLSTMs (Hochreiter
and Schmidhuber 1997a) are used to generate the contextu-
ally sensitive hidden states for intent detection and slot fill-
ing, respectively. In the intent detection phrase, we adopt
chunk-level intent detection (Huang et al. 2022) to get our
final predicted intent. In the slot filling phrase, we inject
multi-view intent-slot interaction to obtain a more compre-
hensive relationship between intent and slot. A fine-grain
adaptive intent-slot graph interaction (Qin et al. 2020b) is
finally used to get the slot filling result.

We conduct extensive experiments on two widely used
benchmark datasets, MixATIS and MixSNIPS, and con-
struct a ChatGPT evaluation benchmark for multi-intent
SLU. The results show that our model outperforms current
state-of-the-art (SoTA) methods while being able to effec-
tively generalize from a single-domain dataset (MixATIS)
to a multi-domain dataset (MixSNIPS), becoming the new
SoTA method of unified multi-intent SLU.

In summary, the contributions of this work can be sum-
marized as follows:

• We present an innovative method that casts unified multi-
intent SLU as multi-view intent-slot interaction, where
different levels of intent information are fully considered.

• We develop a neural framework for unified multi-intent,
in which we propose a multi-view intent-slot information
fusion for sufficiently capturing the different views of in-
tent to guide slot filing.

• Our model pushes the current SoTA performance of
multi-intent SLU on two widely used datasets on most

evaluation metrics.
• We construct a ChatGPT evaluation benchmark for

multi-intent SLU, showing that there is substantial room
for improvement in performance, indicating significant
potential for further advancements in this area.

Approach
In this section, we present a professionally crafted and log-
ically coherent description of our proposed Unified Multi-
Intent SLU Joint Learning Model (Uni-MIS), as illustrated
in Figure 2. The Uni-MIS model comprises several key com-
ponents: a shared Roberta encoder serving as the main en-
coder, two task-specific BiLSTM encoders, a chunk-intent
detection decoder, a novel multi-view intent-slot interaction,
and an adaptive intent-slot graph interaction. The central aim
of our approach is to optimize intent detection and slot fill-
ing concurrently, employing a joint learning scheme for im-
proved performance.

Shared Encoder
In our framework, Roberta (Liu et al. 2019b) is used as
the encoder. Firstly, the user’s utterances are tokenized
using a tokenizer. Then, giving a sequence of words
T = {x1, x2, ..., xn}, the output representation is E =
{e1, e2, ..., en}.

Task-Specific Encoder
The bidirectional LSTM (BiLSTM) (Hochreiter and
Schmidhuber 1997b) have been successfully applied to se-
quence labeling tasks (Qin et al. 2021b). We adopt BiL-
STM to read the input embedding {e1, e2, ..., en} forwardly
and backwardly to produce context-sensitive hidden states
to promote its task-specific representation :

hI
i = BiLSTM(ei, h

I
i−1, h

I
i+1) (1)

hS
i = BiLSTM(ei, h

S
i−1, h

S
i+1) (2)

Chunk-Level Intent Detection
Users often express multiple intentions within a fragment
within a sentence, not at the token-level or utterance-level.
To this end, we adopt a chunk-level approach (Huang et al.
2022) to predict final intent. We employ a sliding window
(SW) mechanism to capture contextual information within
each chunk, facilitating regional intent detection. Using the
SW, we anticipate the transition points in each utterance, al-
lowing us to segment the utterance into sub-utterances, each
with a singular intent. The intent of each sub-utterance is
then determined by aggregating the intent predictions of the
chunks (in a sliding window fashion) contained within it.

Sliding Window In the SW scheme, a window is used to
slide through the utterance, and hI

t is fed to calculate the
Hwin

I = {hwin
1 , ..., hwin

w }, where w denotes the number of
the window:

hwin
t =

win size∑
i=1

hI
i (3)
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Figure 2: The overflow of model architecture and multi-view intent-slot interaction.

where HI
t = {hI

t , ..., h
I
t+win size} is the matrix framed by

a window to obtain the fragment intent information within a
sentence.

Chunk-Intent Detection Derived from the sliding win-
dow, hwin

t is employed for detecting the intent of the chunk
at the t-th window:

yIt = σ(WI(LeakyReLU(Whh
win
t + bh)) + bI) (4)

oIt = argmax(yIt ) (5)

Where oIt represents the predicted intent label at the t-th
window, σ denotes the sigmoid activation function, and Wh

and WI are trainable parameters. The terms bh and bI serve
as bias parameters during training.

Multi-View Intent-Slot Interaction
The core contribution of this paper is the use of multi-view
intent-slot interaction to relieve the problem caused by error
propagation and utilize the multi-view intent information to
guide slot filling. As shown in Figure 2, in the slot filling
phrase, we inject utterance, chunk, and token-level intent in-
teraction with slot-encoded status hS

i .

View 1: Utterance Intent We treat [CLS] token produced
by Roberta as the utterance intent:

Iiut = Icls = MLP (Roberta(x1, ..., xn)) (6)

View 2: Chunk Intent To align the slot token, the chunk
level intent Iick can be formulated:

Iick =


Ii−1
ck , if i > L−W + 1

hwin
1 , elif i < W − 1

hwin
i−1 , else

(7)

where L denotes the utterance length, and W denotes the
window size as used in the Sliding Window (SW).

View 3: Token Intent The token-level intent is correspond
to the representation of Intent-BiLSTM: Iitk = hi.

Multi-View Intent-Slot Fusion Finally, we model the
intent-slot relations in an utterance with utterance, chunk,
and token-level intent-slot interaction and fuse them by the
BiLSTM to capture the more diverse interaction between
slot and intent, which can be formulated as:

h′S
I(v) = BiLSTM(hS

i || IiI(v)) (8)

h′S
i =

view size∑
h′S

I(v) (9)

where || denotes a concatenate operation, h′S
I(v) denotes the

view of the hidden representation of intent-slot interaction,
and h′S

i denotes the final hidden representation of the slot
resulting from the fusion of multiple views.

Adaptive Intent-Slot Graph Interaction
Instead of directly using st for predicting the slot label, we
employ an adaptive intent-slot graph interaction (Qin et al.
2020a) to explicitly incorporate multi-intent information,
guiding the prediction of the slot label at the t-th position.
In this graph, the slot hidden state at time step t is denoted
by st, and the predicted multiple intents information I =
{I1, . . . , In}, where n denotes the number of predicted in-
tents, are used as the initialized representations at time step t.
The set H̃ [0,t] = {st, ϕemb(I1), . . . , ϕemb(In)} ∈ R(n+1)×d

is constructed, where d denotes the dimension of the vertex
representation, and ϕemb(·) signifies the embedding matrix
of intents. Moreover, the predicted intents are interconnected
to account for their mutual interaction, as they all convey the
intent of the same utterance.

With the L-layer adaptive intent-slot graph interaction, we
obtain the final slot hidden state representation h̃

[L,t]
0 at time
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step t, which adaptive captures important intents informa-
tion at the token-level. The representation h̃

[L,t]
0 is then uti-

lized for slot filling:

ySt = softmax(Wsh̃
[L,t]
0 ) (10)

oSt = argmax(ySt ) (11)
where oSt is the predicted slot label of the t-th word in the
utterance.

Join Training
Taking into account the correlation between two sub-tasks,
we opt for a joint training approach for our model. The ob-
jectives for chunk-level intent detection and slot filling are
formulated as follows:

Lintent = −
n∑

i=1

nI∑
j=1

ŷ
(j,I)
i log(y

(j,I)
i ) (12)

Lslot = −
n∑

i=1

nS∑
j=1

ŷ
(j,S)
i log(y

(j,S)
i ) (13)

where nI is the number of the intent, ŷ(j,I)i is the gold intent
label, nS is the number of the slot and ŷ

(j,S)
i is the gold slot

label. The final joint objective is:

L = αLintent + Lslot (14)
where α the weight parameter to balance the intent detection
and slot filling tasks.

Experiments
Datasets
We conducted experiments on two publicly available multi-
intent SLU datasets, namely MixATIS and MixSNIPS.
The MixATIS dataset (Hemphill, Godfrey, and Doddington
1990; Qin et al. 2021b) is derived from the single-intent
ATIS dataset, which is used to evaluate the performance of
natural language understanding models. It consists of 13,162
training samples, 756 validation samples, and 828 testing
samples, all originating from airline company queries. On
the other hand, the MixSNIPS dataset (Coucke et al. 2018;
Qin et al. 2021b) comprises queries from various domains
such as restaurants, hotels, and movies. It is constructed
from the single-intent SNIPS dataset and includes 39,776
training samples, 2,198 validation samples, and 2,199 test-
ing samples. In both MixATIS and MixSNIPS datasets, the
distribution of utterances with 1-3 intents is 30%, 50%, and
20%, respectively.

Experimental Settings
The batch size is 8 and 32 on MixATIS and MixSNIPS
datasets, respectively. The dimensionality of the LSTM hid-
den units is 256. The number of multi-heads is 4 and 8 on
the MixATIS and MixSNIPS dataset, respectively. The di-
mensionality of the intent-slot interaction hidden units is
256. The window size is 3. α is set to 0.1 The number of
graph attention networks is set to 2. All layer numbers in the

graph attention network are set to 2. The hyper-parameters
are tuned using the validation set. We use Adam (Kingma
and Ba 2015) to optimize the parameters in our model. For
all the experiments, we select the model that works the best
on the dev set and then evaluate it on the test set. All experi-
ments are conducted on GeForce RTX 2080Ti and 3090Ti.

Baselines
We compare our model with the following baselines:

(1) Bi-Model (Wang, Shen, and Jin 2018): model the bi-
directional relationship between intent detection and slot fill-
ing.

(2) Slot-Gated (Goo, Gao, and Hsu 2018): a slot-gated
joint model to explicitly consider the correlation between
slot filling and intent detection.

(3) SF-ID (E, Niu, and Chen 2019): establish a direct con-
nection between the two tasks.

(4) Stack-Propagation (Qin, Che, and Li 2019): a stack-
propagation framework to explicitly incorporate intent de-
tection for guiding slot filling.

(5) AGIF (Qin et al. 2020b): an adaptive interaction net-
work to achieve fine-grained multi-intent information inte-
gration.

(6) GL-GIN (Qin et al. 2021b): a local slot-aware and
global intent-slot interaction graph framework to model the
interaction between multiple intents and all slots within an
utterance.

(7) SDJN (Chen, Zhou, and Zou 2022): a multiple in-
stance learning and self-distillation framework for weakly
supervised multiple intent information capturing.

(8) CLID (Huang et al. 2022): a chunk-level intent detec-
tion framework for recognizing intent within a fragment of
an utterance.

(9) CLID(Roberta): a Roberta backbone model of CLID.

Main Results
We evaluate performance in these areas: F1 score is used for
slot filling, accuracy for intent prediction, and overall accu-
racy for sentence-level semantic frame parsing according to
Qin et al. (2021b) and Huang et al. (2022). The overall ac-
curacy represents the proportion of sentences in which both
intent and slot are accurately predicted and it is the most
important metric in multi-intent SLU.

(1) As illustrated in Table 1, on the slot filling task, our
framework outperforms the strong baseline in F1 scores on
two datasets, which indicates the multi-view intent-slot in-
teraction successfully utilizes the rich anisotropic intent in-
formation to guide the slot filling.

(2) Specifically, on MixATIS dataset, our framework
outperforms the previous state-of-the-art model CLID
(Roberta) by 3.1%, 2.4%, on sentence-level semantic frame
parsing and slot filling respectively; on MixSNIPS dataset,
it overpasses CLID (Roberta) by 1.2%, 0.2% and 0.4% on
sentence-level semantic frame parsing, slot filling, and mul-
tiple intent detection, respectively. This is because our model
utilizes the multi-view intent information to guide the slot
filling, allowing the multiple intents to give a more compre-
hensive gaudiness and joint efficiency.
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Model MixATIS Dataset MixSNIPS Dataset
Slot(F1) Intent(Acc) Overall(Acc) Slot(F1) Intent(Acc) Overall(Acc)

Bi-Model (Wang, Shen, and Jin 2018) 83.9 70.3 34.4 90.7 95.6 63.4
Slot-Gated (Goo, Gao, and Hsu 2018) 87.7 63.9 35.5 87.9 94.6 55.4
SF-ID Network (E, Niu, and Chen 2019) 87.4 63.9 34.9 90.6 95.0 59.9
Stack-Propagation (Qin, Che, and Li 2019) 87.8 72.1 40.1 94.2 96.0 72.9
AGIF (Qin et al. 2020b) 86.9 72.2 39.2 93.8 95.1 72.7
GL-GIN (Qin et al. 2021b) 87.2 75.6 41.6 93.7 95.2 72.4
SDJN (Chen, Zhou, and Zou 2022) 88.2 77.1 44.6 94.4 96.5 75.7
CLID (Huang et al. 2022) 88.2 77.5 49.0 94.3 96.6 75.0
CLID (Roberta) 85.9 80.5 49.4 96.0 97.0 82.2
Uni-MIS (ours) 88.3 78.5 52.5* 96.4 97.2 83.4*

Table 1: SLU performance on MixATIS and MixSNIPS datasets. Values with * indicate that the improvement from our model
is statistically significant over all baselines (p < 0.05 under t-test).

Model intent num = 1 intent num = 2 intent num = 3
Slot(F1) Intent(Acc) Overall(Acc) Slot(F1) Intent(Acc) Overall(Acc) Slot(F1) Intent(Acc) Overall(Acc)

GL-GIN 88.0 91.3 72.6 87.3 76.2 39.1 86.8 63.1 23.0
CLID 88.6 94.7 76.4 88.1 77.5 48.4 87.6 64.3 28.5
CLID (Roberta) 88.6 95.8 77.6 85.4 80.3 48.8 84.7 66.8 29.0
Uni-MIS 89.2 95.1 78.6 87.6 78.3 50.5 86.7 66.7 31.7

Table 2: The result comes from the dataset MixATIS. The intent num denotes the number of intents in an utterance.

(3) Most importantly, our framework on most evaluation
metrics achieves the state-of-the-art, showing a promising
research direction for multiple intent spoken language un-
derstanding.

Analysis
Improvement Analysis Our model outperforms the base-
line models on most metrics for both the MixATIS and
MixSNIPS datasets. To investigate the differences between
the models, we have conducted a grouping based on the
number of intents in the multi-intent datasets on MixATIS.
From the Table 2, we can observe that as the number of in-
tents increases, the model’s scores gradually decrease. This
indicates that both intent detection and slot filling become
more challenging as the number of intents grows. How-
ever, our model consistently still outperforms the SoTA
models across the most metrics, and its advantage becomes
even more pronounced as the number of intents increases.
With only one intent, our model’s Overall(Acc) increases by
1.0%; And with two intents and three intents, it improves
by 1.7% and 2.7% on Overall(Acc). This demonstrates that
the multi-view intent interaction can effectively capture in-
tent information and that modeling the joint process of intent
detection and slot filling can enhance the overall accuracy.
Specifically, we find out that the Slot(F1) decrease as the
number of intents increases. We conclude that this is because
multiple intent information could potentially introduce am-
biguity in slot filling when predicted incorrectly.

Effectiveness of Utterance Intent-Slot Interaction To
assess the impact of utterance intent-slot interaction, we
conducted experiments where this interaction was removed
from our multi-view intent-slot interaction model. The ex-
perimental results revealed a decrease of 1.4% and 1.3% in
semantic parsing accuracy on two datasets, respectively, as

shown in Table 3. These findings demonstrate that utterance-
level intent-slot interaction plays a crucial role in providing
global intent information within the utterance, thereby en-
hancing the correlational effect. The incorporation of global
intent information effectively alleviates the problem of get-
ting trapped in local optima during joint training.

Effectiveness of Chunk Intent-Slot Interaction To eval-
uate the effectiveness of chunk intent-slot interaction, we
performed experiments by excluding it from our multi-view
intent-slot interaction model. The results indicate a reduc-
tion of 0.6% and 1.3% in semantic parsing accuracy on two
datasets, respectively, as shown in Table 3. This demon-
strates that chunk-level intent-slot interaction contributes to
offering fragmentary intent information within the utterance.
It provides more localized intent-slot interaction informa-
tion, thus enhancing the guidance of slot filling for fragment
sentences.

Effectiveness of Token Intent-Slot Interaction To exam-
ine the effectiveness of token intent-slot interaction, we con-
ducted experiments by eliminating it from our multi-view
intent-slot interaction model. The experimental results show
a decline of 1.0% and 1.3% in semantic parsing accuracy
on two datasets, respectively, as shown in Table 3. This sug-
gests that token-level intent-slot interaction provides specific
intent information for individual tokens within the utterance,
which strengthens the correlational effect. By offering more
detailed intent-slot guidance, it enhances the flexibility of
intent guidance for slots, thereby improving the overall join
effect.

Case Analysis In our investigation, we amalgamate com-
plementary multi-view intent-slot information and subse-
quently devise a network architecture that effectively har-
nesses diverse and directional intent cues to offer compre-
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how    many       Canadian            airlines’      international    flights    use    aircraft      320
O         O       B-city_name     I-airline_name          O                  O         O        O             O
O          O       B-city_name     I-airline_name          O                  O       O        O    B-aircraft_code

Predict：
True：

(a) w/o token intent-slot interaction

how    many       canadian                 airlines            flights     use     aircraft         dh8
  O          O       B-airline_name     I-airline_name        O          O           O       B-airline_code

O          O       B-airline_name     I-airline_name        O          O           O       B-aircraft_code

Predict：
True：

(b) w/o chunk intent-slot interaction

which                al                     arrives     in              san                      francisco
O B-fromloc.airport_code O           O     B-toloc.city_name     I-toloc.city_name
O                   O O          O     B-toloc.city_name     I-toloc.city_name   

Predict：

True：

(c) w/o utterance intent-slot interaction

Figure 3: Case analysis.

Model MixATIS Dataset MixSNIPS Dataset
Slot(F1) Intent(Acc) Overall(Acc) Slot(F1) Intent(Acc) Overall(Acc)

w/o utterance intent-slot 88.3 80.3 51.1 96.0 96.4 82.1
w/o chunk intent-slot 88.7 78.3 51.9 96.0 97.2 82.1
w/o token intent-slot 87.4 79.0 51.5 96.1 97.5 82.1
Uni-MIS (ours) 88.3 78.5 52.5 96.4 97.2 83.4

Table 3: Ablation experiments on the MixATIS and MixSNIPS datasets.

hensive guidance for slot filling tasks. The essence of this
strategy is demonstrated in Figure 3 (a), where the absence
of token intent-slot interaction results in the model’s inabil-
ity to correctly identify the specific number “320”, erro-
neously categorizing it as an “O” tag in line with the preced-
ing tag. A similar scenario is depicted in Figure 3 (b), where
the omission of chunk intent-slot interaction leads the model
to inaccurately label the term “dh8” as “B-aircraft code” in-
stead of the more appropriate “B-aircraft code”, thus fail-
ing to incorporate the contextual information from the pre-
ceding word “aircraft.” Furthermore, Figure 3 (c) illustrates
the implications of excluding utterance intent-slot interac-
tion, causing the model to misclassify the term “al” as “B-
fromloc.airport code” rather than assigning it an “O” tag.
This disregard for the holistic sentence context results in a
loss of overarching information, consequently leading to se-
mantic ambiguity. It is noteworthy that our proposed multi-
view intent-slot interaction addresses these issues adeptly,
yielding accurate outcomes in these cases. This substanti-
ates the efficacy of our approach in jointly addressing both
sub-tasks within the SLU framework.

Assessing Performance Using ChatGPT in
Multi-Intent SLU Benchmark
In light of the swift advancements observed in the domain
of large language models (LLMs), there arises a need to sys-
tematically assess their utility across conventional tasks. In
pursuit of this goal, we construct an innovative benchmark

centered around a multi-intent spoken language understand-
ing task using the ChatGPT API (“gpt-3.5-turbo”).

Figure 4 illustrates our devised prompt structure, which
comprises five distinct components: slot constraints, intent
constraints, regulations, examples, and batch operations.
The slot and intent constraints serve the pivotal role of con-
fining predictions within well-defined parameters. Mean-
while, the regulations facilitate enhanced comprehension of
the specified format by ChatGPT. Accompanying these, we
furnish a triad of example interactions (referred to as 3-
shot examples), encompassing single-intent, dual-intent, and
triple-intent scenarios. This strategic diversity aligns with
the range of intents found in the dataset. Furthermore, we
incorporate a batch operation mechanism to bolster assess-
ment efficiency.

The resultant evaluation outcomes, as depicted in Figure
5, underscore the model’s performance on the MixATIS and
MixSNIPS datasets. Notably, the achieved scores are 0.36%,
5.91%, and 21.62% for sentence-level semantic frame pars-
ing, slot filling, and multiple intent detection, respectively,
in the context of MixATIS. Correspondingly, for MixSNIPS,
the scores stand at 0.09%, 3.71%, and 71.49% for the same
metrics. These results underscore a discernible gap in Chat-
GPT’s proficiency when confronted with multi-intent SLU
tasks. Intriguingly, ChatGPT exhibits superior performance
in multiple intent detection within the MixSNIPS dataset
as opposed to the MixATIS dataset. This divergence could
be attributed to ChatGPT’s adeptness in handling shallow,
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and the intent list: [...]

Annotate this sentence with slots from the 
following slot list : [...] using "BIO" method

Knowing that the "#“  is the separator 
between multi-intent and slot filling task is 
used to tag each word within the utterance.

[Slot constraints]

[Intent constraints]

[Regulations]

I will give you {batch} input utterance per time and 
you just need to return according {batch} output 
intent and slot. Do not give any other explanation. 

For example: 
input:
× × × × × × × × × ×
output: 
intent: {Intent} # {Intent} …
slot: × × × × × × × × × ×

Example

Batch operation

Figure 4: Example of prompt for multi-intent SLU.
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Figure 5: The ChatGPT performance within the two
datasets.

multi-domain dialogues inherent to the MixSNIPS dataset.
However, when faced with the intricate and singular-domain
MixATIS, ChatGPT encounters formidable challenges.

Furthermore, with regard to slot filling, ChatGPT’s per-
formance is less favorable across both datasets. This decline
in performance might be attributed to the model’s relatively
limited sequence labeling capabilities when confronted with
the growing sequence lengths prevalent in multi-intent SLU
tasks. Consequently, the accuracy of semantic frame parsing
similarly dwindles to nearly negligible levels.

In light of these findings, it is imperative for us to pivot
towards the development of intent-guided slot filling tech-
niques and adopt joint training strategies within the context
of multi-intent SLU. The incorporation of these innovations
into the framework of LLMs and modern prompt technol-
ogy is poised to yield significant enhancements in overall
performance and efficacy.

Related Work
Intent Detection and Slot Filling
Intent detection and slot filling are often interrelated, giv-
ing rise to the development of integrated models that facil-
itate interaction between intent and slots. In recent years,
techniques such as joint learning, which consider the strong
correlation between intent and slots, have yielded outstand-
ing results. Certain approaches to joint slot filling and in-
tent detection involve the sharing of parameters (Liu and
Lane 2016; Wang, Shen, and Jin 2018; Zhang and Wang
2016). The association between intent detection and slot

filling can be modeled through unidirectional interaction or
bidirectional-flow interaction (Qin et al. 2021c).

Unidirectional interaction approaches (Goo, Gao, and
Hsu 2018; Li, Li, and Qi 2018; Qin, Che, and Li 2019) pri-
marily focus on the flow from intent to slot. Gating mecha-
nisms have been employed as specialized functions to guide
slot filling (Goo, Gao, and Hsu 2018; Li, Li, and Qi 2018).
Qin, Che, and Li (2019) proposed a token-level intent detec-
tion model to mitigate error propagation.

Bidirectional-flow interaction models (E, Niu, and Chen
2019; Zhang et al. 2019; Liu et al. 2019a; Qin et al. 2021a)
consider the mutual impact between intent detection and slot
filling. E, Niu, and Chen (2019) enhanced intent detection
and slot filling bidirectionally through iteration mechanisms.

More recently, Chen, Zhou, and Zou (2022) introduced
a Self-distillation Joint SLU model, leveraging multi-task
learning. They also treated multiple intent detection as a
weakly supervised challenge, employing Multiple Instance
Learning (MIL). Cai et al. (2022) explicitly utilized the
established association between slots and intents by con-
necting slots to their corresponding intents through a slot-
intent classifier and intent-constrained attention. Huang et al.
(2022) proposed a chunk-level intent detection framework,
including an auxiliary task to identify intent transition points
within utterances, thereby enhancing the recognition of mul-
tiple intents. The inferred intent information was then uti-
lized to guide token-level slot filling.

Collectively, the aforementioned models comprehen-
sively address intent detection, slot filling, and the incorpo-
ration of intent information for guiding slot filling at both
the token and utterance levels.

Multi-View Learning
Multi-View learning (Zhao et al. 2017; Yan et al. 2021; Xu,
Yu, and Chen 2022) has attracted substantial attention for
its potential to enhance model performance by incorporating
information from diverse data sources or feature perspec-
tives. This approach recognizes that a comprehensive un-
derstanding of complex phenomena often arises from inte-
grating different viewpoints. In multi-view learning, distinct
sets of features or data representations are treated as sepa-
rate “views” of the same underlying phenomenon. The key
assumption is that each view offers a unique perspective that
adds complementary information, leading to a more robust
and accurate model. Various methods in multi-view learning
include co-training, co-regularization, and consensus-based
techniques. These strategies encourage the model to lever-
age the strengths of different views.

Conclusion
In this paper, we present an innovative method that casts uni-
fied multi-intent SLU as multi-view intent-slot interaction,
where different levels of intent information are fully consid-
ered for sufficiently capturing the different views of intent to
guide slot filing. Our model pushes the current SoTA perfor-
mance of multi-intent SLU on two widely used datasets on
most evaluation metrics. And we construct a ChatGPT eval-
uation benchmark for multi-intent SLU, showing that there
is substantial room for further advancements in this area.
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