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Abstract
Human values are crucial to human decision-making. Value
pluralism is the view that multiple correct values may be held
in tension with one another (e.g., when considering lying to a
friend to protect their feelings, how does one balance honesty
with friendship?). As statistical learners, AI systems fit to av-
erages by default, washing out these potentially irreducible
value conflicts. To improve AI systems to better reflect value
pluralism, the first-order challenge is to explore the extent to
which AI systems can model pluralistic human values, rights,
and duties as well as their interaction.
We introduce ValuePrism, a large-scale dataset of 218k val-
ues, rights, and duties connected to 31k human-written situ-
ations. ValuePrism’s contextualized values are generated by
GPT-4 and deemed high-quality by human annotators 91%
of the time. We conduct a large-scale study with annotators
across diverse social and demographic backgrounds to try to
understand whose values are represented.
With ValuePrism, we build Value Kaleidoscope (or Kaleido),
an open, light-weight, and structured language-based multi-
task model that generates, explains, and assesses the rele-
vance and valence (i.e., support or oppose) of human values,
rights, and duties within a specific context. Humans prefer
the sets of values output by our system over the teacher GPT-
4, finding them more accurate and with broader coverage. In
addition, we demonstrate that Kaleido can help explain vari-
ability in human decision-making by outputting contrasting
values. Finally, we show that Kaleido’s representations trans-
fer to other philosophical frameworks and datasets, confirm-
ing the benefit of an explicit, modular, and interpretable ap-
proach to value pluralism. We hope that our work will serve
as a step to making more explicit the implicit values behind
human decision-making and to steering AI systems to make
decisions that are more in accordance with them.

1 Introduction
When people confront difficult decisions (whether or not to
break a promise, what degree program to enroll in, how to
spend a Sunday afternoon), their options reflect their val-
ues (friendship, knowledge, freedom, saving money, spend-
ing time in nature). Two people in the same situation may

Copyright © 2024, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

Figure 1: Different human values relate, support, or op-
pose everyday situations to varying degrees. KALEIDO is
designed to generate, explain, and assess how the pluralis-
tic human values, rights, and duties may shape human judg-
ments.

make opposing decisions if they value different things or the
same things but to varying extents (Figure 1). The notion
that different human values can lead to distinct—though po-
tentially equally valid—decisions is called value pluralism
(Páez et al. 2020; Komppula et al. 2018; Brosch and Sander
2013; Keeney 1992; Griffiths 2021; Liscio et al. 2023).

Various fields have focused on this concept. Philosophers
distinguish value pluralism (different views cannot be re-
duced into an ultimate “supervalue” (Williams 1985; Lar-
more 1987; Kekes 1993; Stocker 1990; Chang 1997; Dancy
2004)) from monism (there exists a single core value (Kant
1785/2002; Driver 2022)). Sociologists recognize cultural,
social, and ideological differences that drive societal clashes,
movements, and changes (Archive 2011). Psychologists em-
pirically confirm that ethical experiences involve weighing
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pluralistic values (Gill and Nichols 2008) and the disso-
nance that arises from misaligned values and beliefs (Fes-
tinger 1962).

Meanwhile, in AI, there is a growing interest in develop-
ing human-centered AI that emphasizes participation from
stakeholders. This approach necessitates the inclusion and
exploration of pluralistic voices and values (Tasioulas 2022;
Gordon et al. 2022). Yet, contemporary supervised AI sys-
tems primarily wash out variation by aggregating opinions
or preferences with majority votes (Plank 2022; Talat et al.
2022; Casper et al. 2023; Davani, Dı́az, and Prabhakaran
2022). As real-world AI applications are used to assist in-
creasing and more diverse audiences, it is crucial to investi-
gate and better model the values that are accessible and used
by current AI systems.

In this work, we make the first large-scale attempt at
investigating large language models’ (LLMs’) potential to
model pluralistic human values, rights, and duties. Our ef-
fort is twofold: (1) we introduce VALUEPRISM, a large-scale
dataset of pluralistic human values; (2) we build VALUE
KALEIDOSCOPE (KALEIDO), an open and flexible value-
pluralistic model.

The dataset: VALUEPRISM contains 218k contextual-
ized values, rights, and duties distilled from GPT-4 con-
nected to 31k human-written real-life situations.1 While
GPT-4 and its like have been shown to match human crowd-
worker annotation performance in some domains (Gilardi,
Alizadeh, and Kubli 2023; Ziems et al. 2023; Rytting et al.
2023), we exercise caution and do not assume that GPT-
4’s outputs are necessarily correct or representative. To this
end, we conduct large-scale human studies and find that hu-
mans rate the outputs as high-quality 91% of the time and
have difficulty coming up with considerations that the model
has missed, detecting missing values >1% of the time. We
also conduct a comprehensive study with diverse annotators
across diverse social and demographic groups to evaluate
whose voices are represented in the values GPT-4 produces.
Additionally, a growing line of work demonstrates that the
large-scale with which data can be produced with LLMs can
make up for the potential noise that is introduced, leading to
student models which often surpass the teacher (West et al.
2022b; Kim et al. 2023; Jung et al. 2023).

The model: VALUE KALEIDOSCOPE (KALEIDO) is a
value-pluralistic model based on VALUEPRISM that gen-
erates, explains, and assesses the relevance and valence
(i.e., support or oppose) of contextualized pluralistic human
values, rights, and duties. On top of the model, we build a
flexible system KALEIDOSYS leveraging KALEIDO’s gen-
eration and relevance prediction modes to create a diverse,
high quality set of relevant values for a situation (See Fig. 2).
In human studies, people rate our system’s outputs as more
correct and complete than the teacher’s (GPT-4). Annotators
also find that our largest model matches the teacher’s per-
formance at rationalizing and predicting valence. Addition-
ally, we show that KALEIDO can help explain ambiguity and
variability underlying human decision-making in nuanced

1Datasheet for Datasets (Gebru et al. 2018) documentation in
App. N.

situations by generating contrasting values. We also demon-
strate that KALEIDO can be adapted to various philosophical
frameworks without explicit training.

Overall, our work represents the first comprehensive at-
tempt to articulate decision-making into fine-grained, plural-
istic components of human values employing large language
models. The resulting dataset and model2 serve as a large-
scale resource explicitly supporting value pluralism, shed-
ding light on future AI development that accommodates a
rich and inclusive tapestry of value alternatives.

2 Value-pluralistic Framework: Values,
Rights and Duties

2.1 Why Are Pluralistic Human Values Critical?
Machine learning methods are generally designed to model
averages, but can miss nuance and in-group variation unless
explicitly accounted for (Gordon et al. 2022; Davani, Dı́az,
and Prabhakaran 2022). To go beyond this, we take inspira-
tion from philosophical value pluralism, the stance that there
are many different normative values (Mason 2006), as op-
posed to one super-value that all other values can be reduced
to. This is distinct both from political pluralism, which posits
that diversity is beneficial to democratic society and supports
the distribution of power among diverse groups (Britannica
Editors 2002; Martı́ 2017; Landemore 2013); and from rel-
ativism, which holds that no moral system is more correct
than another (Gowans 2021).

Without taking a hard stance on these positions, we seek
to better model humans’ plural values to make explicit the
implicit values in human decision-making. Our hope is that,
if pluralistic values can be adequately (though imperfectly)
modeled, we can take a step towards ensuring that automated
decision-makers act in accordance with them.

2.2 Framework Motivation and Definition
In this work, we model human-centered plural values to
make explicit implicit values in human decision-making. We
settle on values (Mason 2006), rights (Prabhakaran et al.
2022; Wenar 2023), and duties (Alexander and Moore 2021)
as our three core concepts. We propose a commonsense
framework for reasoning about them, and outline it below.

Values: These are the intrinsic goods or ideals that people
pursue or cherish, such as happiness, well-being, justice, or
freedom. Values are the desirable qualities that people may
seek in their lives and in the world. They are often the guid-
ing principles for individuals and societies, shaping goals,
motivations, and preferences.

Duties: Duties are the moral obligations or responsibili-
ties that individuals owe to others or to society at large. They
are categorical reasons for doing or refraining from doing
something, independent of whether we want to do or refrain
from doing that thing. Duties can be weighty reasons, not
easily overridden by competing concerns, and their violation

2Dataset: https://huggingface.co/datasets/allenai/ValuePrism
Model(s): https://huggingface.co/allenai/kaleido-xl (5 model sizes)
Code: https://github.com/tsor13/kaleido
Demo: https://kaleido.allen.ai/
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Figure 2: KALEIDOSYS system workflow that includes 1) generating 100 values, rights and duties; 2) filtering by relevance as
rated by KALEIDO; 3) removing repetitive items; and computing relevance and valence scores for each value, right, and duty.

may justify blame and self-blame (guilt). Duties can arise
from relationships, social roles, or moral principles, and they
guide our actions and decisions.

Rights: Rights are the entitlements or claims that individ-
uals have against others or society, which are usually based
on moral or legal grounds. These can be positive rights (e.g.,
the right to education, healthcare, or free speech) or nega-
tive rights (e.g., the right to not be harmed, enslaved, or dis-
criminated against). Rights serve to protect the fundamental
interests of individuals and establish certain boundaries that
others must respect.

3 KALEIDO: Value-pluralistic Modeling
We introduce KALEIDO, a language-based multi-task sys-
tem that generates, explains, and assesses the relevance and
valence (i.e., support or oppose) of pluralistic human values,
rights, and duties, grounded in real-world contexts.

3.1 Tasks
We develop four tasks for modeling values, rights, and du-
ties, all grounded in a given context situation.

Generation (open-text) What values, rights, and duties
are relevant for a situation? Generate a value, right, or duty
that could be considered when reasoning about the action.

Relevance (2-way classification) Is a value relevant for
a situation? Some values are more relevant than others.

Valence (3-way classification) Does the value support or
oppose the action, or might it depend on context? Disen-
tangling the valence is critical for understanding how plural
considerations may interact with a decision.

Explanation (open-text) How does the value relate to the
action? Generate a post-hoc rationale for why a value con-
sideration may relate to a situation.

The generation task depends only on a situation while the
other tasks evaluate a given value, right, or duty w.r.t. a situ-
ation. For examples of each task, see Table 1 and App. A.2.3

3Appendix may be referenced in the arxiv version: https://arxiv.

Situation: Telling a lie to protect a friend’s feelings
Task Input Output
Generation {situation} Value: Honesty
Generation {s} Value: Friend’s well-being

Relevance {s}, Value:
Honesty

Yes

Relevance {s}, Value:
Economic
well-being

No

Valence {s}, Value:
Honesty

Opposes

Valence {s}, Value:
Friend’s
well-being

Supports

Explanation {s}, Value:
Honesty

If you value honesty, it may
be better to tell the truth
even if it hurts feelings.

Table 1: Illustrative examples of each task, with
{situation}/{s} standing in for the example situation.

3.2 Dataset: VALUEPRISM
We leverage the symbolic knowledge distillation (West et al.
2022a) pipeline to distill high-quality knowledge from pow-
erful generative models like GPT-4, which have been shown
to compare favorably to human annotations on quality, cov-
erage, and diversity (West et al. 2022a; Gilardi, Alizadeh,
and Kubli 2023; Ziems et al. 2023). Importantly, based on
our preliminary exploration, GPT-4 excels at enumerating a
wide range of value alternatives compared to average human
annotations.

We verify the dataset’s quality with human annotators and
show that 91% of the distilled data is deemed high quality,

org/abs/2309.00779
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surpassing typical quality of human generated data (West
et al. 2022a; Hwang et al. 2021; Zhou et al. 2023). Details
on dataset statistics and splits are provided in App. F.1 and
examples from VALUEPRISM can be found in App. A.

Situations We obtain a set of 31k situations for deriv-
ing pluralistic considerations by carefully filtering out ill-
formatted, irrelevant, and low-quality instances from a set of
1.3M human-written base situations. 4 To balance out an out-
size proportion of toxic, NSFW, and sexually explicit con-
tent, we down-sample these situations to 5% of all data, lead-
ing to an increase in the overall diversity of the dataset, as
measured by the normalized count of unique n-grams (dist-
2: .23→.36, dist-3: .54→.67, details in App. F.1). We filter
using a Flan-T5 (Chung et al. 2022) few-shot classifier.

Values, Rights, and Duties Generation For each of the
31K situations, we prompt GPT-4 to generate a batch of
relevant values, rights, and duties (Table 2) with open-text
rationales. GPT-4 also attributes whether the correspond-
ing value, right, or duty supports (justifies), opposes (con-
demns), or whether the valence might depend on the context
or interpretation. Details of data generation and prompting
are in Appendices F.1 and M. The resulting dataset is rated
as high-quality by 3/3 annotators 91% of the time (§4.1).

Type Total Unique Avg. Per Situation
Situations 31.0k 31.0k 1
Values 97.7k 4.2k 3.15
Rights 49.0k 4.6k 1.58
Duties 71.6k 12.8k 2.31

Table 2: VALUEPRISM Dataset Statistics. The total, unique,
and average per situation statistics of generated values,
rights, and duties are shown.

Multi-task Setup We convert VALUEPRISM into a
sequence-to-sequence format for multi-task training (Table
1). The relevance task data is sampled contrastively, where
positive examples are the values generated for the situation
and negative examples are drawn from values mapped to
other situations, while the data for the remaining tasks are
taken directly from the GPT-4 generated outputs. We split
the data (by situation) into 80% train/10% validation/10%
test (See Table 3).

Relev. Valence Gen. Expl. Mixture
Train 349k 175k 175k 175k 874k
Val 44k 22k 22k 22k 109k
Test 44k 22k 22k 22k 109k

Total 437k 219k 219k 219k 1.1M

Table 3: VALUEPRISM subtask statistics by split. Mixture is
composed of the relevanec, valence, generation, and expla-
nation tasks combined.

4Sourced from user queries submitted to the Delphi demo.

Event Driving at the maximum speed of the road

Value

Efficiency support
Safety oppose
Rule-following oppose
Law-abiding behavior oppose

Right
Right to freedom of movement either
Right to safety oppose
Right to life and physical integrity oppose

Duty Duty to follow traffic laws oppose

Event Gambling with my boss

Value

Professionalism oppose
Loyalty oppose
Personal enjoyment support
Financial well-being oppose

Right
Right to work in a safe and
professional environment oppose

Autonomy either

Duty
Duty to maintain a professional
relationship with your boss oppose

Duty to uphold company policies oppose

Event someone cuts me off. i honk ten times

Value

Courtesy oppose
Respect for others oppose
Safety support
Harmony oppose

Right

Right to peaceful enjoyment of the
road oppose

Right to not be subjected to
harassment oppose

Right to safety oppose

Duty Duty to express displeasure support
Duty to be a considerate driver oppose

Table 4: Example outputs from KALEIDOSYS-3B.

3.3 Model Training
We use Flan-T5 3B (Chung et al. 2022) as the base model for
KALEIDO. After fitting hyperparameters with a grid search,
we train on a mixture of all four tasks with Huggingface’s
Trainer (Wolf et al. 2020) for 4 epochs with early stopping.
Training takes 19 hours on two A100 GPUs. Training details
are in App. G.

3.4 A System of Diverse Values: KALEIDOSYS

We use KALEIDO to generate a diverse set of values, rights,
and duties by overgenerating (top 100 beams) and remov-
ing low-quality and repetitive outputs via the relevance score
and text similarity respectively. We use Rouge-score (Lin
2004) for n-gram similarity and a Transformers (Wolf et al.
2020) mpnet model5 for sentence embeddings. See Fig. 2

5https://huggingface.co/sentence-transformers/all-mpnet-base-
v2
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for an illustration of the system and App. H/Algorithm 1
for more details. We tune the system parameters (relevance
score threshold, similarity thresholds) using Gibbs sampling
(Casella and George 1992) to maximize RougeL-Sum F1
score on the validation set. Ablation experiments in §5.1
provide insights on each system component, and example
system outputs can be found in Table 4 and App. B.

4 Data Analysis
4.1 VALUEPRISM Is High-Quality
We conduct human validation on a subset (10%) of VAL-
UEPRISM to assess its quality on the Mechanical Turk plat-
form6. Given the generated situation and values, rights, and
duties and their explanations, we ask the annotators to as-
sess the relevance and quality of the generations. The results
show that annotators find the great majority of the data as
high quality. 91% of the values/rights/duties were marked as
good by all three annotators and 87% of the valences were
marked as correct by all three annotators.

In an attempt to find any values that may have been
missed, we also prompt crowdworkers to fill in any miss-
ing values, rights, or duties. Crowdworkers did not seem to
find it easy to come up with missing values as we get sug-
gestions 0.35% of the time. Full annotation details for this
and other studies are in App. I.

4.2 Evaluation by Diverse Annotators
Prior research has reported unjust biases in LLMs against
marginalized groups (Sap et al. 2019; Feng et al. 2023). We
evaluate VALUEPRISM by recruiting a diverse population of
613 annotators7 through CloudResearch (Litman, Robinson,
and Abberbock 2017) targeting those marginalized groups to
the extent possible.8 We collect 31k annotations across 683
values, rights, and duties in the context of 100 situations,
along with demographic information across eight categories.
The annotators mark 1) if they agree with each value, right,
or duty listed for a given situation and 2) if they spot any
missing perspective. We do not find notable statistical sig-
nificance, and do not reject the null hypothesis that there is
no difference between groups. Additional group statistics,
p-values, and qualitative analyses are in App. E.

4.3 Diversity of VALUEPRISM
We analyze the diversity of the situations, and values, rights,
and duties from three perspectives: lexical diversity that cal-

6For this and other human studies, we have acquired the opinion
of our institutions’s Internal Review Board. The opinion finds our
project exempt from a full review process and we have acquired a
letter of exception. We hash crowdworker IDs so annotations can-
not be back-traced to individual workers.

7E.g., Race: 168 white, 115 Black, 61 asian, 34 hispanic/latinx;
Sexual orientation: 390 straight, 68 LGBQ+. Gender: 258 male,
201 female, 9 non-binary or other; Full details are in App. E.

8We chose CloudResearch specifically because of its ability to
target by demographic. One limitation of this study, however, is
that all of our respondents are U.S.-based (where CloudResearch
operates). Prior work has shown that value representation can vary
across nationality as well (Santy et al. 2023), and we hope to extend
this study internationally in the future.

culates unique n-grams, topical diversity that assesses se-
mantic diversity via topic analysis9, and clustering. Both the
situations and the values cover diverse and distinct concepts
with high lexical variations indicating a diverse variety of
events and values captured by VALUEPRISM (Table 9). The
topic word cloud (Fig. 8) shows that VALUEPRISM cov-
ers a broad spectrum of common topics like ”save”, ”kill”,
and ”helping” for situations and ”respect”, ”care”, and ”pro-
mote” for values. Clusturing shows that the corpus encom-
passes a wide variety of themes, reflecting the diversity and
richness of situations and values, rights, and duties. For more
data analysis, see App. C.

5 Experiments
5.1 Our System Against the Teacher
Generating correct and complete sets of values Central
to our research is the capability to model pluralistic values,
rights, and duties. Ideally, these values should be correct,
have high coverage, and be aligned with human preferences.
We recruit crowdworkers to evaluate KALEIDOSYS directly
against GPT-4 across these three dimensions.

We run several variations of KALEIDOSYS: all five model
sizes (60M–11B); 3B version without the relevance or text
similarity components (-relevance, -text similarity); and 3B
with modified system parameters to output more or fewer
values, rights, and duties10 (verbose, concise). To understand
the added benefit of the system, we also train a baseline
seq2seq 3B model on the same data that predicts a batch
of values, rights, and duties in one generation pass, as op-
posed to generating 100 candidates with beam search and
filtering down with the relevance/deduplication components
as in KALEIDOSYS. We test each version against GPT-4 on
a set of 200 test situations, evaluated by 2 annotators each.

From Table 5, we make several observations. The three
largest versions of our system outperform GPT-4 on all eval-
uated dimensions, with the largest variant (11B) being the
most favored overall. Moreover, the models generating a
higher number of values (>11) are preferred by humans for
coverage and accuracy.11 KALEIDOSYS also shows an ad-
vantage over the direct output seq2seq model trained on the
same data, demonstrating the added benefit of our inference
system. Furthermore, removing relevance leads to a drop in
the overall preference, which is not observed in verbose with
the same number of outputs. This suggests relevance is in-
deed a contributing factor to the generation quality. Finally,
humans show lower preference for outputs without dedupli-
cation with text similarity.

While it may seem unintuitive that our student model sur-
passes the teacher, we suspect a few possible explanations
for this: student models are still of significant size, able to
generalize from the large distilled dataset to become a strong
specialist; and the relevance score serves as a critic, improv-
ing performance. Additionally, there is a growing body of re-

9Via BERTopic https://maartengr.github.io/BERTopic
10To better understand how changing the parameters can affect

the output/precision/recall, see Figure 4.
11This is in line with prior work showing that humans prefer

longer outputs with more unique n-grams (Wang et al. 2023b)
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Model Overall Cover. Acc. Avg. #

KALEIDOSYS 3B 55.5 65.1 58.9 8.2
-relevance 51.9 81.4 64.3 11.2
-text similarity 50.0 60.5 52.9 8.2
verbose 58.0 86.1 69.0 11.1
concise 39.0 27.4 32.4 5.0

KALSYS 11B 58.3 71.1 62.5 8.3
KALSYS 770M 57.9 67.3 60.8 8.2
KALSYS 220M 44.9 59.0 50.8 8.1
KALSYS 60M 32.0 53.0 37.1 8.5

Direct Output 42.5 37.9 40.0 6.8

GPT-4 50.0 50.0 50.0 7.0
GPT-3.5-turbo 39.5 49.0 39.8 8.0

Table 5: The overall, coverage and accuracy win rate per-
centage against GPT-4 by human evaluators along with
the average number of generated values, rights, and duties.
(Here and throughout, best results within 1% are bolded.)

Model Explanation Valence Rel. corr.
KALEIDO 3B 92.6 92.0 0.30
KAL 11B 94.8 92.6 0.25
KAL 770M 90.3 90.3 0.31
KAL 220M 86.9 86.3 0.30
KAL 60M 75.9 72.3 0.28

GPT-4 94.7 93.1 -

Table 6: Human Evaluation. Explanation and Valence scores
are correctness rates of the output, while Relevance is the
correlation of relevance score with the percentage of people
who marked a value as relevant.

cent work where specialized student models surpass teacher
models (Hsieh et al. 2023; West et al. 2023; Jung et al. 2023).

Explanation and Valence Label Quality We also eval-
uated the explanation generation and valence labeling abili-
ties of each model using 700 values, rights, and duties from
the test split of VALUEPRISM. Crowdworkers were tasked
with evaluating the quality of explanations, their effective-
ness in linking values to actions, and agreement with valence
labels. As depicted in Table 6, the 11B model’s performance
closely aligns with that of GPT-4. The 11B model achieved
Valence accuracy within a 1% difference from GPT-4 and
slightly outperformed it in terms of Explanation quality.

5.2 Relevance Correlates with Human Judgments
We would like KALEIDO to predict whether a human would
find a value, right, or duty relevant. However, its training
data is synthetic, so the model’s training objective is in fact
closer to predicting whether a given value was likely to be
generated for a particular situation by GPT-4. To test how
well this proxy objective correlates with how humans judge
relevance, we collect 18 relevance annotations each for 700

values/rights/duties and correlate the relevance score (token
probability of ”relevant” vs. ”irrelevant”) with the percent-
age of people who marked the value as relevant (See Table
6). We find correlations of 0.25-0.31 for the suite of model
sizes12 (all significant at p < 10−10). Although we would
like to explicitly train models to predict human relevance
scores in future work, we take this as evidence that our syn-
thetic relevance prediction task correlates positively with hu-
man judgments.

5.3 Zero-Shot Performance on ETHICS
While our model is explicitly trained to recognize values,
rights, and duties, we want to understand how much the
learned representations generalize to other frameworks as
well. To do this, we test KALEIDO on the ETHICS bench-
mark (Hendrycks et al. 2023), which contains crowdsourced
ethical judgments across several different frameworks. We
design templates (prompts) in our values/rights/duties task
setup that loosely correspond to the frameworks (see Ap-
pendix L) and test them in a zero-shot manner.

Subset KALEIDO ChatGPT Random
Justice 17.5 / 13.3 17.6 / 13.4 6.3 / 6.3
Deont. 19.8 / 15.1 20.6 / 13.8 6.3 / 6.3
Virtue 33.1 / 22.2 24.9 / 22.0 8.2 / 8.2
Util. 76.5 / 66.6 59.4 / 55.1 50.0 / 50.0
Comm. 71.5 / 64.7 80.3 / 68.8 50.0 / 50.0

Average 43.7 / 36.4 40.6 / 34.6 24.2 / 24.2

Table 7: ETHICS few-shot performance. First/second num-
ber of each entry is performance on the test/hard test sets
respectively. KALEIDO is zero-shot, ChatGPT is few-shot.

Results are in Table 7. On all five tasks, our model per-
forms well over the random baseline. On all tasks but Com-
monsense, our model matches or exceeds (Justice, Deont.,
Virtue, Util.) ChatGPT’s performance, while only having 3B
parameters. Despite having only been trained to predict val-
ues, rights, and duties, our model meaningfully generalizes
to other frameworks.

5.4 Interpretable Decision System and Zero-Shot
On COMMONSENSENORMBANK

While the focus of the system is on modeling diverse values
and not on making judgments, it can be easily extended to
output the valence of an action V (a):

V (a) =
∑

v∈V RD

R(v|a)× V (v|a)

where v ∈ V RD are the generated values, rights, and duties
from KALEIDOSYS, R(v|a) is the relevance of v given the

12Interestingly, we note that the correlation does not strictly im-
prove with model size. While we are unsure of the reason for this,
we note that 11B gives much more confident relevance scores, and
hypothesize that this overconfidence may be miscalibrated to hu-
man judgments.
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action, and V (v|a) is the valence of v given the action. We
will denote this decision system KALEIDODEC.

This system has the advantage of being interpretable, en-
abling direct inspection of how values linearly contribute to
the outcome. It is also steerable, as users can easily assign a
weight of zero to values they do not wish to take into con-
sideration.

Zero-shot COMMONSENSENORMBANK performance
We evaluate this system in a zero-shot manner on the four
subportions of moral acceptability segment of COMMON-
SENSENORMBANK (Jiang et al. 2022) (results in Table 8).
In all cases, the system performs at least as well as the ma-
jority class baseline, and much (≥25%) better on ETHICS
and Moral Stories.13

We observe that the model predictions are not well cal-
ibrated to the dataset statistics. To remedy this calibration
issue, we fit a lightweight logistic regression on the model
predictions. For SBIC and SocialChem it improves accuracy
by about 5% and 15% respectively, suggesting that while the
model is not initially well-calibrated to the datasets, relevant
information can be linearly extracted. While KALEIDODEC

achieves non-trivial zero-shot performance, it unsurprisingly
performs worse than supervised baselines such as Delphi.

Model SBIC ETH. MoSt SoCh

KALEIDODEC 64.4 77.9 75.4 48.2
+label calibration 69.3 78.0 76.2 63.0
(improvement) (+4.9) (+0.1) (+0.8) (+14.8)

Majority class 63.1 51.6 50.0 46.7
Random 33.3 50.0 50.0 33.3
Delphi (SFT) 82.9 86.2 86.5 78.0

Table 8: Zero-shot Performance on COMMONSENSENORM-
BANK: Moral Acceptability.

5.5 Entropy as an Indicator of Decision
Variability

When values support different decisions, it may be an indi-
cator that the final judgment one may come to is highly de-
pendent on which value is prioritized. Because of this, when
KALEIDODEC output has high entropy, we hypothesize that
this may indicate higher variability in the distribution of de-
cisions. To test this, we explore two datasets with variability
indicators. MORALCHOICE (Scherrer et al. 2023) contains
687 low-ambiguity and 680 high-ambiguity moral scenar-
ios. SOCIALCHEM (Forbes et al. 2021) is a corpus of social
norms where, among other things, crowdworkers annotated
for ”What portion of people probably agree that [action] is
[good / bad]?”. We take those marked as ≥ 99% to have
low controversialness, and those marked as ≤50% as having
high controversialness. We run the corresponding scenarios
through KALEIDODEC and measure the entropy (Figure 3).
We find that the entropy is predictive of these classes. In line

13For these two datasets, there is no “neutral” (i.e., lacks valence)
class, so the “either” valence is zeroed out.
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Figure 3: The output entropy of KALEIDODEC is predictive
of ambiguity in MoralChoice and controversialness in So-
cialChem. A threshold is chosen to maximize F1-score.
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Figure 4: By sweeping KALEIDOSYS’s parameters, we are
able to trade precision for recall (w.r.t. to the GPT-4 gener-
ated test split of VALUEPRISM) and output many more (or
fewer) values, rights, and duties.

with our hypothesis, the higher the entropy, the more likely
a situation is to be ambiguous or controversial, even though
the model was not explicitly trained to predict these features.

6 Discussion
Strengths Over Teacher Model Although our model per-
forms strongly against the teacher in value generation, it
also has several other advantages. It is controllable, allow-
ing users to generate either more or fewer values than GPT-4
by trading precision for recall (see Figure 4). Additionally,
while GPT-4 provides only textual labels for valence, our
model generates scalar valence and relevance scores (prob-
abilities of the corresponding tokens). Lastly, our model,
dataset, and code are openly accessible, enabling scientific
review that is crucial for accountability and improvement.

KALEIDO is Sensitive to Contextual Variations One of
the strengths of our approach is that the signal can be condi-
tioned on variations in a situation, leading to changes in val-
ues’ relevance and valence. For example, consider three vari-
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Figure 5: KALEIDO is sensitive to subtle changes in inputs,
changing relevance and valence scores accordingly.

ations of a situation: ”Leticia kisses Marco,” ”Leticia kisses
Marco when he doesn’t agree,” and ”Leticia kisses Marco
when he is sick” (see Figure 5). In all three situations, af-
fection and consent are relevant values, as reflected by their
relevance scores. However, the valence changes: consent can
either support or oppose the action in the two underspecified
situations, but opposes “when Marco doesn’t agree.” Addi-
tionally, the value of health is not usually relevant in the typi-
cal context of kissing; however, “when Marco is sick,” health
becomes relevant and opposes the action. This demonstrates
the ability of KALEIDO to adjust to subtle input changes.14

False Balance and Extreme Inputs One potential dan-
ger when generating diverse values is coming up with a con-
trived reason why something might be good or bad, even if
no reasonable person may hold such a value in such a situ-
ation (This is similar to false balance, or “bothesidesism”,
in news reporting (Imundo and Rapp 2021; Boykoff and
Boykoff 2004)). To probe at this, we hand-write 20 situ-
ations (10 bad/10 good, in App. J) for which we cannot
come up with reasonable values, rights, or duties that would
support or oppose them respectively. We run them through
KALEIDOSYS after development and find no generated sup-
porting values/rights/duties for the extreme bad actions nor
any opposing for the good actions. We take this as limited
evidence that our system can avoid false balance.

Universal Declaration of Human Rights Inspired by
(Prabhakaran et al. 2022), we think that an ideal dataset con-
taining human rights would contain all rights listed in the
United Nation’s Universal Declaration of Human Rights15

(UDHR). We manually extract all 41 human rights we could
find from the UDHR and find the 20 closest rights in the
dataset as measured by entailment score with WANLI (Liu
et al. 2022). We then go through all 41 sets manually and
label each for whether or the right is included. We are able
to find matches in VALUEPRISM for 97.5% of the UDHR’s
human rights, demonstrating that the dataset has broad cov-
erage of the UDHR.16

14While this is a qualitative and not a quantitative experiment,
this is not a cherry-picked example —this behavior occurs for other
tested situational variations.

15https://www.un.org/en/about-us/universal-declaration-of-
human-rights

16See App. K for all human rights and corresponding matches.

7 Related Work
Value Representations of Language Models Scholars
from diverse disciplines have engaged in extensive discus-
sions regarding the incorporation of human ethics and val-
ues into LLMs (Wallach and Allen 2008; Jiang et al. 2022;
Hendrycks et al. 2023), understanding cultural influences
(Santy et al. 2023), examining opinion alignment (Santurkar
et al. 2023), and using LLMs as proxies for studying spe-
cific human sub-populations in social science research (Ar-
gyle et al. 2023b). Jiang et al. (2022) introduced Delphi, a
framework trained to reason about ethical perspectives, and
showed the ethical limitations of out-of-the-box LLMs. An-
other noteworthy dimension is the multicultural nature of
LLMs. Santy et al. (2023) explored the cultural disparities
manifest in LMs and their implication for diverse societies.
Tasioulas (2022) criticized the prevailing preference-based
utilitarian approach (i.e., which act is likely to yield the op-
timal fulfillment of human preferences) in AI ethics, point-
ing out its limitations and proposing as a guide an alterna-
tive “humanistic” ethical framework that accounts for addi-
tional factors such as pluralism and procedural/participatory
considerations. Moreover, Santurkar et al. (2023) and Dur-
mus et al. (2023) introduced novel opinion datasets, quan-
titatively analyzed the opinions conveyed by LMs, and un-
veiled substantial misalignments between the stated “view-
points” of current LLMs and specific demographic groups
within the United States.

Alignment of Large Language Models Several compu-
tational approaches have been proposed to address the chal-
lenge of aligning LLMs with desired values and objectives.
Reinforcement learning (RL) has historically been used in
multiple NLP tasks to ensure that the generated text is op-
timized for an arbitrary non-differentiable reward (Johnson
et al. 2017; Nguyen, Daumé III, and Boyd-Graber 2017; Ra-
mamurthy et al. 2022; Pyatkin et al. 2023). Lu et al. (2022)
optimized a reward function that quantifies an undesired
property, while not straying too far from the original model
via a KL-divergence penalty. (Bai et al. 2022) explored RL
techniques for training LLMs to adhere to legal and ethical
guidelines encoded in a constitution, naming it “Constitu-
tional AI.” Wu et al. (2023) used fine-grained human feed-
back as an explicit training signal to train and learn from
reward functions in a RLHF fashion. Additionally, Lu et al.
(2023) proposed an inference-time algorithm to efficiently
tailor LLMs without no fine-tuning, addressing tasks like en-
suring safety and fidelity in dialogue models.

Automatic Dataset Curation Previous research in auto-
matic data generation has focused on creating datasets for
various tasks, such as commonsense reasoning (West et al.
2022a; Bhagavatula et al. 2023; Wang et al. 2023a; Kim
et al. 2023), dialogues (Kim et al. 2023; Xu et al. 2023;
Chiang et al. 2023), summarization (Sclar et al. 2022; Jung
et al. 2023), and contextual reasoning about offensive state-
ments (Zhou et al. 2023) . West et al. (2022a) introduce the
symbolic knowledge distillation framework, which has been
extended in subsequent studies through iterative distillation
(Sclar et al. 2022; Jung et al. 2023; Bhagavatula et al. 2023;
West et al. 2023). In addition, Liu et al. (2022) propose a
human-AI collaboration approach to generate high-quality
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datasets with challenging examples.
Human Disagreement and Machine Learning Previous

work has argued for the importance of modeling annota-
tor disagreement in machine learning (Gordon et al. 2022;
Davani, Dı́az, and Prabhakaran 2022). Aroyo et al. (2023)
measured disagreements in safety judgments across demo-
graphic groups and Lu (2023) proposed a framework to ex-
plore ambiguity, while Argyle et al. (2023a) explored LLMs’
ability to facilitate productive conversations between people
who disagree. Baan et al. (2022) argued that common met-
rics can be misleading when dealing with ambiguous data.

8 Conclusion
In this work, we contribute VALUEPRISM and KALEIDO
in the hopes of leading to better value-pluralistic modeling.
We validate VALUEPRISM’s quality with two human stud-
ies, and find that KALEIDO outperforms the teacher’s strong
performance at generating relevant values, rights, and du-
ties for a given situation. We also show that KALEIDO can
help explain variability in human decisions and generalizes
to data and frameworks outside of its training scope.

Ethical Impact
Machine-Generated Data. We use GPT-4’s open-text gen-
erative capabilities to collect VALUEPRISM, leveraging the
wide variety of knowledge about human values, rights, and
duties latent in LLM’s pretraining data. However, we also
recognize that in doing so we run the potential for introduc-
ing the majority’s bias: the generated data may be limited to
the values of certain majority groups. In an effort to assess
the extent of value plurality and represention, we make a de-
liberate effort to conduct the validation of the VALUEPRISM
by collecting annotations from annotators of various social
and demographic backgrounds as described in §4.2. The hu-
man annotators find the majority of our data as high-quality
at a high agreement rate. Additionally, less than 1% of the
validated situations were found to be lacking. Nevertheless,
a more extensive study that focuses on the type and nature
of values covered by VALUEPRISM remains a compelling
direction for future research.

Intended Use. We make VALUEPRISM openly available
by individual request with the hope and intention that it fur-
thers research in value pluralism in NLP and AI. However,
it is possible that our data can be used in malicious and un-
intended application (e.g., speech policing or promotion of
certain values). We do not endorse its use in such capacity
and emphasize that the use of our dataset and model should
be limited to research purposes only. Additionally, we limit
the data and model available only by individual request to
try to prohibit non-research use cases and ensure fair use.
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