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Abstract

Quantization replaces floating point arithmetic with integer
arithmetic in deep neural network models, providing more
efficient on-device inference with less power and memory.
In this work, we propose a framework for formally verifying
properties of quantized neural networks. Our baseline tech-
nique is based on integer linear programming which guaran-
tees both soundness and completeness. We then show how ef-
ficiency can be improved by utilizing gradient-based heuristic
search methods and also bound-propagation techniques. We
evaluate our approach on perception networks quantized with
PyTorch. Our results show that we can verify quantized net-
works with better scalability and efficiency than the previous
state of the art.

Introduction
In recent years, deep neural networks (DNNs) (Goodfellow,
Bengio, and Courville 2016) have demonstrated tremendous
capabilities across a wide range of tasks (Simonyan and Zis-
serman 2015; Devlin et al. 2019; Dosovitskiy et al. 2021).
However, DNNs have also shown various security and safety
issues, e.g., vulnerability to input perturbations (Goodfel-
low, Shlens, and Szegedy 2015; Huang et al. 2022b,a; Yang
et al. 2023). Such issues must be addressed before DNNs
can be used in safety-critical scenarios such as autonomous
driving (Xu et al. 2017) and medical diagnostics (Ciresan
et al. 2012). Formal verification is an established technique
which applies mathematical reasoning to ensure the correct
behavior of safety-critical systems, and several approaches
for applying formal methods to DNNs have been investi-
gated (Huang et al. 2017; Lechner et al. 2022).

Our focus is the verification of quantized neural networks
(QNNs). Quantization replaces inputs and parameters repre-
sented as 32/64-bit floating point numbers with a lower bit-
width fixed point (e.g., 8-bits) representation (Jacob et al.
2018; Han, Mao, and Dally 2016). QNNs can greatly re-
duce both memory requirements and computational costs
while maintaining competitive accuracy. As a result, they are
increasingly being used in embedded applications, includ-
ing safety-critical applications such as autonomous driving.
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For instance, 8-bit quantized DNNs have been applied in
Tesla’s Full Self-Driving Chip (previously Autopilot Hard-
ware 3.0) (Henzinger, Lechner, and Žikelić 2021; Tes FSD
Chip-Tesla). With the increasing popularization and use of
QNNs, it is urgent to develop efficient and effective verifica-
tion techniques for them.

In this work, we propose an efficient verification frame-
work for QNNs with three components, offering different
trade-offs between scalability and precision. The baseline
approach models neural networks and formal properties as
integer linear programming (ILP) problems. ILP is an ex-
act method in the sense that it guarantees both soundness
(if it reports the system is safe, then it really is safe) and
completeness (if the system really is safe, then it will re-
port that it is safe). Unlike previous work, which focuses
on simple models of quantized neural networks, ours is the
first formal approach that precisely captures the quantiza-
tion scheme used in popular deep learning frameworks such
as PyTorch/TensorFlow.

Our ILP approach is precise but may encounter scalabil-
ity issues on larger QNNs. To address this, we also propose
a gradient-based method for finding counterexamples. We
use a rewriting trick for the non-differentiable round opera-
tion, which enables the backward process to cross through
the round operation and gives us the desired gradient in-
formation. If this method finds a counterexample, then we
immediately know that the property does not hold, without
having to invoke the ILP solver.

The third component of the framework lies in between the
first two. It relies on abstract interpretation-based reasoning
to do an incomplete but formal analysis. We extend exist-
ing abstract interpretation-based interval analysis methods
to support the semantics of “round” and “clip” operations in
quantized neural networks. In particular, for the clip opera-
tion, we reduce it to a gadget built from two ReLU units.
If the abstract interpretation approach succeeds, we know
the property holds. Otherwise, the result of the analysis can
be used to reduce the runtime of the ILP-based complete
method. The overall framework is depicted in Fig. 1.

Based on our framework, we realize an Efficient QNN
Verification system named EQV. We use EQV to verify
the robustness of QNNs against bounded input perturba-
tions. Our experimental results show that EQV can scale to
networks that are more than twice as large as the largest
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networks handled by previous approaches. We also show
that, compared to the baseline ILP technique, EQV is up
to 100 × more efficient for some cases. Our contributions
can be summarized as the following: (1) We provide a ILP-
based exact verification approach for the QNNs which first
precisely captures the quantization scheme used in current
popular deep learning frameworks; (2) We extend exist-
ing abstract interpretation-based interval analysis methods
to support QNNs; (3) We design a rewriting trick for the
non-differentiable round operation, which enables gradient-
based analysis of QNNs; (4) We implement our approach in
a tool, EQV, and demonstrate that it can scale to networks
that are twice the size of the largest analyzed by the cur-
rent state-of-the-art methods, and up to 100 × faster than
the baseline ILP method.

Background and Related Work
Formal DNN verification checks whether a DNN satisfies a
property such as the absence of adversarial examples in a
given perturbation space. The property is usually depicted
by a formal specification, and verifiers aim to provide ei-
ther a proof of the validity of this property or a counterex-
ample. Researchers have developed a range of verification
techniques, mostly for real-valued ReLU networks. Exact
methods (i.e., sound and complete) can always, in theory,
answer whether a property holds or not in any situation.
Typical exact methods formalize the verification problem
as a Satisfiability Modulo Theories (SMT) problem (Katz
et al. 2017; Ehlers 2017; Huang et al. 2017; Jia et al. 2023)
or a Mixed Integer Linear Programming (MILP) problem
(Cheng, Nührenberg, and Ruess 2017; Fischetti and Jo 2018;
Dutta et al. 2018), but their scalability is limited as the prob-
lem is NP-hard (Katz et al. 2017). Another typical approach
is to use a method that only guarantees soundness, i.e., to
improve the scalability at the cost of completeness. Ab-
stract interpretation is one such approach. It overapproxi-
mates the behavior of the neural network with the hope that
the property can still be shown to hold (Wong and Kolter
2018; Weng et al. 2018; Gehr et al. 2018; Zhang et al. 2018;
Raghunathan, Steinhardt, and Liang 2018; Mirman, Gehr,
and Vechev 2018; Singh et al. 2019). Finally, heuristic ap-
proaches can be used to search for counterexamples. These
techniques are neither sound nor complete but can be ef-
fective in practice (Goodfellow, Shlens, and Szegedy 2015;
Yang et al. 2022; Serban, Poll, and Visser 2021).

Existing work on DNN verification typically focuses on
networks whose parameters are real or floating point num-
bers. In contrast, relatively little prior work addresses the
verification of QNNs. QNN verification presents additional
challenges due to the difficulty of modeling quantization
schemes. And some evidence suggests that it may also be
more computationally challenging. For example, Jia et al.
(Jia and Rinard 2020) point out that the verification of bina-
rized neural networks (which can be regarded as 1-bit quan-
tized neural networks) has exhibited even worse scalability
than real-valued neural network verification.

In the last two years, some work has started to focus on the
verification of QNNs. Henzinger et al. (Henzinger, Lechner,

and Žikelić 2021) provide an SMT-based method to encode
the problem as a formula in the SMT theory of bit-vectors.
Mistry et al. (Mistry, Saha, and Biswas 2022) and hang et al.
(Zhang et al. 2022) propose using MILP and ILP to model
the QNN verification problem. All of these methods pioneer
new directions for QNNs but are applied only to small mod-
els using simple quantization schemes. None of them can
directly support the sophisticated quantization schemes used
in real deep learning frameworks.

Preliminaries
The quantization operation is a mapping from a real number
γ to an integer q of the form

Quant: q = Round(
γ

s
+ z), De-quant: γ = s(q− z), (1)

for some constants s and z. Equation 1 is the quantization
scheme, and the constants s and z are quantization parame-
ters. The constant s (for “scale”) is an arbitrary real number.
The constant z (for “zero point”) is the integer correspond-
ing to the quantized value q when γ = 0. In practice, q is
represented using a fixed number of bits. For example, in 8-
bit quantization, q is an 8-bit integer. Note that in general,
q may not fit within the number of bits provided, in which
case the closest representable value is used.

One of the most important operations when doing for-
ward inference in DNNs is matrix multiplication. Suppose
we have three N × N matrices of real numbers, where the
third matrix is equal to the product of the first two matri-
ces. Denote the entries of these 3 matrices as r

(i,j)
α , where

α ∈ {1, 2, 3} and 0 ≤ i, j ≤ N − 1. Their quantization pa-
rameters are (sα, zα) (in general, different quantization pa-
rameters may be used for different neurons in a DNN). We
use q(i,j)α to denote the quantized entries of these 3 matrices.
Based on the quantization scheme r

(i,j)
α = sα(q

(i,j)
α − zα)

and the definition of matrix multiplication, we have

s3(q
(i,j)
3 − z3) =

N−1∑
k=0

s1(q
(i,k)
1 − z1)s2(q

(k,j)
2 − z2), (2)

which can be rewritten as

q
(i,j)
3 = z3 +

s1s2
s3

N−1∑
k=0

(q
(i,k)
1 − z1)(q

(k,j)
2 − z2). (3)

Suppose y := ReLU (Wx+b) is the function describing
the transformation performed in a single layer of a DNN.
Its quantized version yq := g(xq,Wq,bq) can be described
by the series of calculations shown in Equation (4), where
Wq , bq , xq and yq are the quantized versions of the weight
matrix W , bias vector b, input vector x, and output vector
y, respectively. Let zx and zy be the zero points of x and y
respectively. As the zero points of the weights correspond-
ing to each output neuron may be different, we use zjw to
denote the zero point of the weights corresponding to the j-
th neuron. Similarly, sjw, sx, and sy are the scales for the
weight matrix, input, and output, respectively. The ReLU
function in the quantized network can be represented as the
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(a) Main verification framework. (b) Quantized neural network. A number in “( )” is its corresponding fixed-point representation.

Figure 1: Framework and QNN

maximum of the input and the zero point. The calculation
for yq := g(xq,Wq,bq) can then be written as:

(i) ŷj0 := zy +
sjwsx
sy

∑
i

(w(i,j)
q − zjw)(x

i
q − zx) + bjq

(ii) ŷj1 := Round(ŷj0)

(iii) ŷj2 := Clip(ŷj1, lb, ub)

(iv) yjq := max(ŷj2, zy)
(4)

where lb and ub are the smallest and largest values, respec-
tively, that can be represented by our quantized integer type,
e.g., for an 8-bit unsigned type, [lb, ub]=[0, 255]. The Clip
function returns the value within [lb, ub] closest to its in-
put. In Pytorch, weights are usually quantized as signed in-
tegers while the inputs and outputs of each layer are quan-
tized as unsigned integers. The quantization parameters (i.e.,
zero points and scales) are computed offline and determined
at the time of quantization. In the inference phase, they are
constants. Fig. 1 shows a QNN performing an example com-
putation.

The property utilized in this paper for testing the verifi-
cation efficiency is robustness. Let f : Dn → Om be a
neural network classifier, where, for a given input x ∈ Dn,
f(x) = {o0(x), o1(x), ..., om−1(x)} ∈ Om represents the
confidence values for m classification labels. In general D
and O are sets of real numbers, and for quantized neu-
ral networks they are sets of integers corresponding to the
quantization type. The prediction of x is given as F (x) =
argmax0≤i≤m−1 oi(x), and the label space is denoted as
Y . The robustness property can be depicted as: given a test
point x∗ with label l∗, a neural network is locally robust at
point x∗ with respect to a perturbation radius r if the follow-
ing formula holds:

∀x (x ∈ B∞(x∗, r) → F (x) = l∗) (5)
where B∞(x∗, r) = {x | ∥x− x∗∥∞ ≤ r} is the perturba-
tion space around x∗ bounded by an ℓ∞-norm ball of radius
r. The goal of the verifier is to answer whether Equation (5)
holds.

ILP Modeling
In this section, we introduce an ILP formulation for the QNN
robustness verification problem. Compared with previous
work on QNN verification (Mistry, Saha, and Biswas 2022;
Zhang et al. 2022), the main difference is that our encoding
correctly models quantization schemes used in mainstream
deep learning frameworks (e.g., PyTorch). In addition, un-
like (Mistry, Saha, and Biswas 2022), we avoid using float-
ing point variables, as in our experience, it is easier to solve
ILP problems than to solve MILP problems. And in contrast
to (Zhang et al. 2022), we avoid piecewise constraints which
introduce many redundant variables.

In this paper, we use a symbol with a dot (“·”) to denote
a variable in our ILP model corresponding to an input to
output from some layer of the DNN, e.g., variable ẏ.

We show how to encode each step in calculation (4). For
step (i), we use the variable ẋi

q for the i-th component of the
input and an auxiliary variable ŷj0 to denote the result. Note
that ŷj0 is a temporary variable and is not of integer type. The
introduction of this symbol is for the sake of convenience,
and we show how to eliminate it below.

ŷj0 = zy +
sjwsx
sy

∑
i

(w(i,j)
q − zjw)(ẋ

i
q − zx) + bjq (6)

For step (ii), ŷj1 := Round(ŷj0) can be encoded by the
following two constraints:{

˙̂yj1 − ŷj0 ≤ 0.5

ŷj0 − ˙̂yj1 ≤ 0.5− ε,
(7)

where a small constant ε is used to realize the “<” oper-
ator (in ILP solvers, this operator is usually not supported
directly). Since the result of the sum in Equation (6) is al-
ways an integer, we can find a proper value for ε based on
the factor sjwsx/sy which guarantees the correctness of the
encoding.

We now eliminate the temporary variable ŷj0 by combin-
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ing constraints (6) and (7): ˙̂yj1 − zy − sjwsx
sy

∑
i(w

(i,j)
q − zjw)(ẋ

i
q − zx)− bjq ≤ 0.5

zy +
sjwsx
sy

∑
i(w

(i,j)
q − zjw)(ẋ

i
q − zx) + bjq − ˙̂yj1 ≤ 0.5-ε

(8)
Let Encode max(z, x, y) denote the ILP encoding of

z = max(x, y) which can be realized with big M
method (Cheng, Nührenberg, and Ruess 2017):

Encode max(z, x, y) =



bx + by = 1
x− z ≤ 0
y − z ≤ 0
x− z +Mby ≥ 0
y − z +Mbx ≥ 0
y − x+Mbx ≥ 0

(9)

where M is a very large positive constant and bx, by are fresh
0-1 type integer variables. It is worth noting that we use this
same encoding even if one of x and y is a constant value.

For step (iii) ŷj2 := Clip(ŷj1, lb, ub), the constraints are:

Encode max( ˙̂yjmax,
˙̂yj1, lb)

⋃
Encode min( ˙̂yj2,

˙̂yjmax, ub)

(10)
where ˙̂yjmax is a fresh auxiliary variable. Finally, step (iv)
can be directly written as Encode max( ˙̂yjq ,

˙̂yj2, zy).
In our ILP model, the input variables represent the values

of the input after input quantization. So the upper and lower
bounds of the perturbation space also need to be quantized
when representing the input constraint.

Encoding for Typical Fusion Layers
In order to reduce the amount of computation required for a
quantized neural network during inference, certain layers are
fused by the quantization process so that one kernel call does
the computation for several neural network layers. We can
use the same approach to reduce the number of constraints
and variables in our ILP encoding.

Fusion of affine transformations and batch normaliza-
tion In the inference phase, the parameters of a batch nor-
malization layer are fixed, making it an affine transforma-
tion, e.g., y = BN(x) = γ(x − µx)/

√
σ2
x + ϵ + β. Two

consecutive affine transformations can always be rewritten
as a new single affine transformation. For example, y =
BN(Wx + b) can be regarded as a new affine transforma-
tion y = W ′x + b′. Therefore, a convolutional layer (or a
linear layer) can be fused with a batch normalization layer
to get a new convolutional layer (or linear layer), where the
input tensor x remains unchanged but the weight and bias
parameters are updated accordingly. In our ILP encoding,
we also fuse such layers. The encoding process is the same,
but using the modified weights and biases.

Fusion of affine transformations and ReLU The Clip
operation has a similar function to ReLU : they both limit the
lower bound of the output. So, in the quantification process,
these two operations can be fused together into one Clip
operation. For example, in a quantized neural network, the

Output:
𝑧!=64
𝑠!=0.2

Conv ReLU Conv

Input:
𝑧"=64
𝑠"=0.2

!𝑦!
"=62.3 𝑟=0 

!𝑦#
" =64 

Output:
𝑧!=0
𝑠!=0.1

!𝑦$
"=62 𝑟=-0.4 ⟺

⟺

Round Clip
𝑟=-0.34 !𝑦!

"=-3.4 𝑟=0 

!𝑦#
"=0 !𝑦$

"=-3.0 𝑟=-0.3 ⟺

⟺

Round Clip
𝑟=-0.34 ⟺ ⟺

!𝑦#
" = 𝐶𝑙𝑖𝑝(𝑟𝑜𝑢𝑛𝑑 −3.4 , 0,255)

Figure 2: Fusion of the convolutional layer and ReLU .

convolutional and ReLU layers can be merged together to
form a ConvReLU layer. For our encoding, we combine
steps (iii) and (iv) to get a single Clip operation:

(iii ⊕ iv) yjq := Clip(ŷj1, lb
′, ub), (11)

where lb′ is the new lower bound. Fig. 2 shows an example.
We can replace lb and ˙̂yj2 in constraint (10) with lb′ and ˙̂yjq
to generate the encoding for (iii ⊕ iv).

Interval Analysis
In the second step of our verification framework, we com-
pute the lower bound lb(ẏ) and upper bound ub(ẏ) for each
variable ẏ. After obtaining the bounds for each variable,
sometimes we can directly conclude that the property holds.
Even if the bounds are not precise enough to prove the prop-
erty, we can use them to simplify the ILP problem. In par-
ticular, the bounds may be able to show that some neu-
rons are always active or always inactive. To compute the
bounds, we use standard abstract interpretation techniques
which use convex polyhedra to over-estimate the output in-
terval of each node (Wang et al. 2018). We make two small
contributions in this context that help support our goal of
verifying QNNs.

First, we add support for the round operation, ŷj1 :=

Round(ŷj0). For this operation, the bounds on the output can
easily be determined from the bounds on the input based on
(7), which can be rewritten as:

ε− 0.5 + ŷj0 ≤ ŷj1 ≤ 0.5 + ŷj0 (12)

The other contribution is to support the clip operation,
ŷj2 := Clip(ŷj1, lb, ub). Our solution is to use ReLU to simu-
late its function. The advantage of this method is that we can
then leverage abstract interpretation techniques for ReLU ,
which have been extensively studied and optimized (Singh
et al. 2019; Wu and Zhang 2021). The expression is:

ŷjmax := ReLU (ŷj1, lb), ŷ
j
2 := ub− ReLU (ub− ŷjmax)

(13)
In other words, we can add the following structure (Fig. 3)
to the network and then use existing techniques to compute
the bounds.

ReLU ReLU
%𝑦!"#
$%𝑦%

$ %𝑦&
$

∑

𝑢𝑏

∑−1
1 1

−1

Figure 3: Using two ReLU s to simulate Clip(·).
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We implemented these two techniques in the Marabou
neural network verification tool (Katz et al. 2019) which
has support for abstract interpretation-based bound compu-
tation. This allows us to use Marabou to compute bounds for
our QNNs.

Gradient-based Heuristic Search
Heuristic search can sometimes be very efficient at finding
counterexamples to formal properties. We can thus use it as
a complementary approach to abstract interpretation and ex-
act verification. In particular, gradient-based heuristic search
is an effective technique. However, in popular implementa-
tions of quantization schemes (e.g., PyTorch), the gradients
of QNNs are unavailable. One possible solution is to con-
struct a new dummy neural network just for the purposes
of gradient computation. In the dummy network, we copy
the structure and weights from the QNN but use the full
floating-point representation. However, there is still an is-
sue that must be addressed, which is that the Round func-
tion is not differentiable. Indeed, it has derivative 0 at all
points except where it is discontinuous. However, if we look
at the overall direction that the Round function moves as
we increase or decrease the input, it never goes too far away
from y = x. This suggests that using y = x in place of
y = Round(x) may be a good approximation.

For example, if we have y = Round(y1) and y1 = f(x),
where f is a differentiable function, we would like for ∂y/∂x
to simply be computed as ∂y1/∂x. To do so, the Round op-
eration can simply be omitted and we can just let y = f(x)
and get its gradient. However, this naive approach does not
work when there are multiple layers with Round opera-
tions. Suppose we have y = Round(y3), y3 = f2(y2),
y2 = Round(y1), y1 = f(x), and we compute the gradi-
ent as follows:

∂y

∂x
=

∂y3
∂y2

∂y1
∂x

.

We can see that the gradient value is related to the value of y2
(the output of the Round operation). But we have essentially
dropped this value, so if we just remove all the Round oper-
ations from the quantized neural network, this will cause an
accumulation in the gradient error layer by layer.

To resolve this problem, we use a trick to rewrite the
Round operation in the dummy network so that both the out-
put value and the gradient are available. For each Round(·)
operation in our dummy network, we replace it with

y = Round(x) + x− x.detach() (14)

where x.detach() denotes the operation that returns a new
tensor with the same value as x but detached from the cur-
rent computational graph. It is easy to see that the gradient
of terms Round(x) and x.detach() are 0. So the value of
the partial derivative of y with respect to x is the same as
with the function y = x. Once we construct the dummy net-
work, we can use a standard gradient-based attack to find
counterexamples. In our experiments, our implementation is
similar to the PGD algorithm (Madry et al. 2018).

FC1-100 FC2-100

r = 4
QVIP 11751.16 (30) 30000.00(100)
ILP 332.48 (0) 4039.38 (7)

ILP+In 93.52 (0) 1581.41 (3)
EQV 104.09 (0) 1465.46 (3)

r = 8
QVIP 30000.00 (100) 30000.00(100)
ILP 2598.41 (7) 25121.16 (77)

ILP+In 2729.48 (7) 13854.10 (38)
EQV 1463.89 (2) 12064.63 (32)

r = 12
QVIP 29512.08 (98) 30000.00(100)
ILP 10640.24 (31) 29589.61 (98)

ILP+In 13467.12 (36) 26069.18 (81)
EQV 7726.74 (17) 23427.27 (73)

r = 16
QVIP 28945.63 (96) 30000.00(100)
ILP 18925.01 (57) 29750.82 (98)

ILP+In 21172.09 (60) 28902.99 (94)
EQV 6621.84 (15) 22724.67 (73)

Table 1: Comparisons between QVIP and EQV.

Experiments
We implemented a Python-based verification tool called
EQV1. We use Gurobi (Gurobi 2018) as our backend ILP
solver and the abstract interpretation is done by Marabou.
The implementation of heuristic search and some results are
described in the Appendix2. The efficiency of our approach
is evaluated on two well-known neural network architec-
tures: fully connected neural networks (FC) and convolu-
tional neural networks (CNN). We use the notation FCN-
M to refer to a network consisting of N dense layers with
M hidden units in each layer. For example, the structure
of FC2-256 is 784 × 256× 256 × 10. CNN1 is a network
with one convolutional layer of 4 channels, followed by one
batch normalization layer, one max-pooling layer with a ker-
nel size of 2, and a fully connected layer with 10 units.
The convolutional layer has 4 × 4 filters and 2 × 2 strides
with a padding of 1. CNN2 is identical to CNN1 except that
its convolutional layer has 2 channels. All neural networks
are trained on the MNIST dataset (LeCun et al. 1998) and
quantized with PyTorch using its default static quantization
scheme. Verification experiments are conducted on the test
set. In particular, we verify the robustness of networks (us-
ing Equation (5)) with r = 4, 8, 12, 16. The experimental
environment is a 20-core Intel(R) Xeon(R) E5-2640 v4 @
2.40GHz CPU with 64GB of memory.

Comparison To show the effectiveness of our strategies,
three variants of our method: pure ILP, ILP with abstract
interpretation (ILP+In), and EQV are involved in the ex-
periments. We first compare with the SOTA QNN verifica-
tion tool QVIP (Zhang et al. 2022) in terms of efficiency.
What must be stated is that QVIP only supports a simplified
quantization scheme and does not support the quantization
scheme used in PyTorch. Although the network architecture
used in the experiment is the same, the weights and compu-
tational processes of the network are not entirely identical.
The size of FC2-100 has exceeded the maximum network
size used in the experiment for QVIP. This experiment is

1https://github.com/huangdiudiu/EQV
2Appendix is in http://arxiv.org/abs/2312.12679.
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FC2-256 FC2-512 FC3-100 CNN1 CNN2

r = 4
ILP 22111.22 (67) 29835.94 (97) 29183.30 (95) 28235.35 (94) 28015.32 (93)
ILP+In 4456.76 (11) 8013.00 (16) 3347.88 (8) 221.64 (0) 1041.85 (2)
EQV 4019.10 (10) 7637.05 (15) 2421.66 (5) 205.48 (0) 723.13 (1)

r = 8
ILP 29991.71 (99) 30000.00 (100) 30000.00 (100) 25345.75 (84) 27357.55 (90)
ILP+In 22543.68 (62) 29891.39 (89) 24330.21 (78) 2503.19 (5) 3715.99 (9)
EQV 19918.79 (55) 29179.91 (87) 22616.44 (72) 1850.32 (4) 1499.73 (3)

r = 12
ILP 29660.15 (99) 30000.00 (100) 29901.57 (99) 21609.24 (70) 27422.63 (90)
ILP+In 29991.41 (99) 29930.07 (99) 29559.77 (96) 5236.63 (11) 13949.19 (38)
EQV 23938.37 (77) 29362.36 (92) 24137.56 (78) 4698.57 (11) 8333.80 (24)

r = 16
ILP 29991.33 (99) 30000.00 (100) 29919.99 (99) 15004.02 (46) 28330.85 (93)
ILP+In 29767.65 (99) 30000.00 (100) 29928.29 (99) 5084.85 (11) 18977.19 (55)
ILP+In+PGD 12021.24 (50) 24647.06 (78) 16402.12 (54) 3897.42 (10) 6733.25(21)

Table 2: Total execution time(s) of different methods.

only intended for reference. The comparison between our
methods and EQV is shown in Table 1. The number in “()”
indicates the number of timeouts (300s). We randomly se-
lect the 100 examples from the test set, and any instance that
exceeds the timeout is recorded as 300 seconds.

Table 1 demonstrates that EQV outperforms QVIP largely
with less time and fewer timeouts. Our pure ILP method has
achieved efficiency improvements of several tens of times
compared to QVIP when the radius is small (e.g.r = 4, 8).
Especially for FC-100, our methods improve efficiency by
up to 78 times. Although the quantization scheme of the net-
works differs, comparisons between ILP and ILP+In against
QVIP reveal that avoiding the use of piecewise constraints
can significantly improve the verification efficiency.

Performances on Larger NNs Table 2 shows the perfor-
mance of our methods on some larger neural networks. From
Table 2, we can see that: (1) abstract interpretation excels at
handling cases with small radii, while heuristic search ex-
cels at finding counterexamples with large radii, confirming
that these techniques are complementary; (2) in some cases,
ILP+In is slower than ILP, indicating that abstract interpreta-
tion is not well-suited for these cases and simply adds over-
head; however, when we add heuristic search, efficiency is
improved, suggesting that heuristic search can sometimes
compensate for the efficiency reduction caused by “In”; (3)
for the same network, the efficiency of EQV decreases ini-
tially and then increases with the growth of the radius; the
most challenging cases appear to occur near the maximum
safe radius; (4) For some cases where the radius is less than
4, EQV is more than 100 × faster than the baseline.

Fig. 4 provides a comprehensive assessment of the three
methods across the entire set of solved instances, encom-
passing all seven networks. The X-axis represents the num-
ber of solved instances and the Y -axis represents the time
needed to solve each of them. We can observe that EQV
consistently demonstrates superior performance, and as the
perturbation radius increases, its efficiency advantage over
other methods becomes more pronounced.

The Effectiveness of Different Parts In the experiment,
we recorded the contributions of each component of EQV.
Taking FC-100 as an example, Figure 5 shows the per-
centage of instances that were solved by each component.
When the radius is relatively small, bound propagation pri-

Figure 4: Performance curve on all the instances.

Figure 5: The percentage of examples solved by each strat-
egy (HS: heuristic search).

marily plays a major role in accelerating the solving of
many instances; when the radius takes intermediate values,
bound propagation can provide tighter bounds for ILP vari-
ables, thus expediting the solving process; when the radius
is relatively large, bound propagation becomes ineffective,
and heuristic search can compensate for efficiency loss by
rapidly identifying counterexamples.

Efficiency of Parallel Methods Based on Tables 2 and
Tables 3, it is clear that for larger networks and values of
r, (e.g., for FC2-100, FC2-256 when r = 4, 8, 12, 16), the
problems become quite challenging for EQV. We did a pre-
liminary investigation to determine whether parallel solving
can help in these instances. We ran the ILP and abstract in-
terpretation methods with 20 parallel threads. Taking it a
step further, to explore the impact of increased solving time
on the success rate of verification, we also conducted ex-
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Figure 6: The number of unknown instances under various
configurations.

periments with a time limit of 30 minutes for each instance.
The results are presented in Fig 6. Parallel algorithms do im-
prove efficiency, but their improvements are less than 10%.
This indicates that a straightforward parallel approach has
limited efficiency gains, and we need to explore parallel al-
gorithms tailored for neural networks. There is still much
room for improvement in parallel verification methods. We
also observe that with extended time limits, the ILP method
can sometimes solve nearly 50% of the instances, but for
EQV, providing more time yields only marginal improve-
ments. This indicates that the complementary acceleration
strategies employed within EQV have significantly lever-
aged the potential for accelerating the verification tool. Our
acceleration strategy’s effectiveness can be observed from
Fig. 6, even surpassing the parallel acceleration for the basic
method with 20 threads.

Verification Results Table 3 shows the results given by
EQV within 30 minutes. Acc is the accuracy of the QNN;
“Rob” is the percentage of instances proven robust by EQV;
“Uns” is the percentage shown to be unsafe by EQV; and
“Unk” is the percentage that is unknown (i.e. timeouts). No-
tice that when r = 4, even for the largest network (FC2-
512), our method provides an answer for nearly 88% of
the instances within the timeout. This again suggests greater
scalability than previous approaches.

Robustness Changes Caused by Quantization To inves-
tigate the effect of quantization on the robustness of neu-
ral networks, we compare the robustness verification results
of the original networks with those of the quantized neural
networks. The experiments were conducted on 4 networks,
namely FC1-100, FC2-100, CNN1 and CNN2. Fig. 7 plots
the percentage of instances shown to be safe at each radius.
The curve of “safe+unknown” can be regarded as the suc-
cess rate of resisting attacks. For QNN, the gap between the

r 1-100 2-100 2-256 2-512 3-100 CNN1 CNN2

4
Rob 96 95 90 88 93 90 89
Uns 2 2 2 1 3 8 7
Unk 0 3 8 11 4 0 0

8
Rob 89 79 41 16 45 64 75
Uns 9 5 8 2 6 33 20
Unk 0 16 51 82 49 1 1

12
Rob 62 36 6 1 12 31 43
Uns 28 27 22 7 18 64 46
Unk 8 37 72 92 70 3 7

16
Rob 33 7 1 0 0 11 10
Uns 57 59 50 22 46 87 78
Unk 8 34 49 78 54 0 8

Table 3: Results given by EQV (30 minutes).

Figure 7: Robustness curves of NN and QNN.

two curves “safe+unknown” and “safe” is larger than that of
the real-valued network, indicating that the verification com-
plexity of QNN might be greater than verifying a real-valued
network. It is also interesting to observe that although quan-
tization reduces the accuracy of a neural network, it does
not always reduce the robustness of the network. From the
point of view of resisting attack, when the radius is below a
certain threshold, the real-valued networks exhibit better ro-
bustness, whereas when the radius exceeds a certain thresh-
old, QNNs demonstrate superior robustness.

Conclusion
In this work, we propose an efficient verification framework
for QNNs that offers different trade-offs between scalabil-
ity and precision. Our verification tool EQV is the first for-
mal verification tool that precisely captures the quantization
scheme used in popular deep learning frameworks. Although
we focus on verifying adversarial robustness, our method
could be generalized to verify other properties of QNNs.
Experimental results show that EQV is more efficient and
scalable than previously existing approaches. In future work,
it would be interesting to formally analyze the difference or
equivalence between the original networks and the quantized
neural networks or to formally quantify the precision loss
due to the quantization process.
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