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Abstract

Adversarial attacks, i.e. generating adversarial perturbations
with a small magnitude to deceive deep neural networks, are
important for investigating and improving model trustwor-
thiness. Traditionally, the topic was scoped within 2D im-
ages without considering 3D multiview information. Bene-
fiting from Neural Radiance Fields (NeRF), one can easily
reconstruct a 3D scene with a Multi-Layer Perceptron (MLP)
from given 2D views and synthesize photo-realistic render-
ings of novel vantages. This opens up a door to discussing
the possibility of undertaking to attack multiview NeRF net-
work with downstream tasks from different rendering angles,
which we denote Neural Radiance Fields-based multiview
adversarial Attack (NeRFail). The goal is, given one scene
and a subset of views, to deceive the recognition results of
agnostic view angles as well as given views. To do so, we
propose a transformation mapping from pixels to 3D repre-
sentation such that our attack generates multiview adversarial
perturbations by attacking a subset of images with different
views, intending to prevent the downstream classifier from
correctly predicting images rendered by NeRF from other
views. Experiments show that our multiview adversarial per-
turbations successfully obfuscate the downstream classifier at
both known and unknown views. Notably, when retraining
another NeRF on the perturbed training data, we show that
the perturbation can be inherited and reproduced. The code
can be found at https://github.com/jiang-wenxiang/NeRFail.

Introduction

Since 2013 (Szegedy et al. 2013), Deep Neural Networks
(DNNs) have demonstrated vulnerability to carefully crafted
adversarial perturbations in image space with subtle modi-
fications leading the network’s predictions astray. This re-
search domain, termed adversarial attacking, has received
increasing attention thanks to the foundational insights it of-
fers in fortifying the robustness and reliability of DNN mod-
els, and is particularly critical for applications with height-
ened risks, e.g.: autonomous driving, medical imaging, and
human-centric AI systems. These tasks are profoundly re-
liant on DNN models for accurate perception, thereby ren-
dering adversarial attacks a crucial means to scrutinize the
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models’ resilience and trustworthiness. Adversarial attacks
have proven to be instrumental in examining these aspects
of classification models. Evident are across diverse scenar-
ios, ranging from obfuscating the classification of traffic
signs (Brown et al. 2017; Hingun et al. 2022) to attack-
ing more complicated data formats like 3D point clouds in
conjunction with images (Cao et al. 2021; Park et al. 2021;
Mu et al. 2022). These attacks underscore the importance of
evaluating models’ performance and resilience across vary-
ing dimensions, critical for ensuring safety and dependabil-
ity in real-world applications.

Traditionally, most studies on adversarial attacks have
primarily focused on either individual images (Carlini and
Wagner 2017; Goodfellow, Shlens, and Szegedy 2014;
Szegedy et al. 2013) or specific datasets (Moosavi-Dezfooli
etal. 2017; Mopuri et al. 2018). When examining adversarial
attacks at the image level, ongoing research predominantly
considers aspects such as the imperceptibility of adversar-
ial perturbations (Zhang et al. 2020a; Luo et al. 2022), the
efficiency of the attack process (Moosavi-Dezfooli, Fawzi,
and Frossard 2016; Zhang et al. 2020b), or adversarial at-
tacks within the context of black-box settings (Papernot,
McDaniel, and Goodfellow 2016; Hu and Tan 2022). In
addition to these aspects, others focus on adversarial at-
tacks targeting datasets, known as universal adversarial per-
turbations (Moosavi-Dezfooli et al. 2017; Mopuri et al.
2018), which are designed to effectively exploit vulnerabili-
ties within a dataset, unable the networks to accurately rec-
ognize a large portion of images due to the presence of uni-
versal adversarial perturbations.

Living in a three-dimensional real world, the application
of adversarial perturbations, which primarily affects recog-
nition from specific viewpoints of individual images or a
sparse subset of the dataset, might not be sufficient to ad-
dress the emerging challenges faced by many of the afore-
mentioned core tasks. This inadequacy stems from the fact
that real-world recognition occurs in a 3D context, involving
varying observing vantages: typical scenarios such as ob-
servations from passing vehicles or moving human targets.
Consequently, a natural and intuitive question arises:

Is it conceivable to generate multiview adversarial
perturbations for a scene that can deceive the model
across different viewpoints?
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Neural Radiance Fields (NeRF) (Mildenhall et al. 2021)
presents an innovative solution to tackle the challenge of
view synthesis in 3D by employing implicit learning through
a Multilayer Perceptron (MLP) to encode five-dimensional
spatial information along a ray-wise representation. In con-
trast to conventional graphics rendering techniques, NeRF-
based approaches offer photorealistic scene rendering across
varying view angles, accompanied by gradient information
for each pixel. This unique characteristic makes NeRF a
promising testbed for spatial recognition and multiview per-
ception tasks (Tancik et al. 2022; Driess et al. 2022).

Notably, in the realm of adversarial attacks, NeRFool (Fu
et al. 2023) targets the generalizable NeRF model, while
Viewfool (Dong et al. 2022) seeks out adversarial view-
points against the downstream classifier of NeRF. Diverging
from these methods, our study aims to construct multiview
adversarial perturbations capable of deceiving a classifier
with a majority of images rendered by NeRF from different
vantage points and reconstruct multiview adversarial pertur-
bations with another NeRF model agnostic to the attacking
process.

In this paper, we propose a novel transformation bridg-
ing the divide between 3D representations and 2D pixels.
This transformation empowers our attack to manipulate mul-
tiview adversarial perturbations within the 3D representation
realm, thereby confounding the classifier’s judgment across
a specified subset of images with predefined view angles.
Our experimental results reveal that these multiview adver-
sarial perturbations attain a higher success rate across both
the provided and novel viewpoints. Moreover, such multi-
view adversarial perturbations can be inherited into image
space and reconstructed by another NeRF model agnostic to
the attacking process.

In terms of contributions, our work advances the field in
the following ways: (1) To the best of our knowledge, we
are the pioneers in investigating multiview adversarial per-
turbations that effectively deceive classifiers across images
rendered from diverse viewpoints. (2) We introduce a novel
transformation that bridges the gap between 3D represen-
tation and 2D pixels, facilitating the development of multi-
view adversarial attacks. We propose two attacks, i.e. NeR-
Fail and NeRFail-S: NeRFail-S is simple and fast and NeR-
Fail optimizes elaborately to generate more imperceptible
perturbations. We leave users to balance between comput-
ing time and perturbation performance. (3) Our methodol-
ogy leverages NeRF for achieving multiview deception, and
these perturbations can be injected into training data and poi-
soning NeRF. In this way, we get another adversarial NeRF
that deceives the model of downstream tasks. Unlike NeR-
Fool, our method does not impose strict constraints on the
type of NeRF models or classifiers in use.

Related Work

Adversarial Attack. Formally, adversarial attacks can be
framed as optimization problems that adhere to the attack
goals and constraints, leading to efficient strategies for craft-
ing adversarial examples (Moosavi-Dezfooli, Fawzi, and
Frossard 2016; Zhang et al. 2020b, 2022). The complexity of
an adversarial attack depends on the adversary’s knowledge
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level. In the white-box scenario, attackers possess full access
to the target model’s architecture, parameters, and gradients.
Vice versa, attackers only have access to input-output pairs
under the black-box setting. In the black-box scenario, ex-
isting methodologies strive to extract essential information
through queries or enhance the transferability of adversarial
examples (Papernot, McDaniel, and Goodfellow 2016; Hu
and Tan 2022; Zhao et al. 2022).

Differing from conventional adversarial attacks that tailor
specific perturbations for individual inputs, universal adver-
sarial attacks (Moosavi-Dezfooli et al. 2017; Mopuri, Gane-
shan, and Babu 2018; Mopuri et al. 2018; Liu et al. 2019)
craft an adversarial perturbation pattern which is effective
across a substantial portion of the dataset, exploiting shared
vulnerabilities among images. Typically, these attacks in-
volve training a generator to produce universal adversar-
ial perturbations (Mopuri, Ganeshan, and Babu 2018; Mop-
uri et al. 2018) or enhancing the transferability of adver-
sarial examples (Moosavi-Dezfooli et al. 2017; Liu et al.
2019). In our work, we leverage the universal attack tech-
nique (Moosavi-Dezfooli et al. 2017) to generate multiview
adversarial perturbations for a subset of images rendered
from various viewpoints. However, our multiview adversar-
ial perturbations possess spatial attributes, allowing them to
be reconstructed by another NeRF agnostic to attacking, a
characteristic that distinguishes them from universal adver-
sarial perturbations (cf. Table 1).

NeRF and Its Robustness. NeRF, short for Neural Radi-
ance Field, was first introduced in (Mildenhall et al. 2021).
This innovative approach allows for the synthesis of pho-
torealistic renderings from unseen views. Subsequent de-
velopments in the NeRF framework have made significant
progress across various fronts. These advancements include
enhanced inference speed performance (Miiller et al. 2022;
Fridovich-Keil and Yu et al. 2022), reductions in model
complexity (Lindell, Martel, and Wetzstein 2021; Rebain
et al. 2021), improvements in rendering quality (Barron
et al. 2021, 2022), scalability to larger scenes (Tancik et al.
2022; Driess et al. 2022), and even extensions to dynamic
scenes (Pumarola et al. 2021).

However, the aspect of adversarial robustness in the con-
text of NeRF models remains relatively unexplored within
the existing research landscape. Existing works in this do-
main have primarily approached the topic from three distinct
angles: 1) Some studies have sought to leverage adversar-
ial perturbations as a form of data augmentation to improve
NeRF performance (Chen et al. 2022). Others explored in-
corporating adversarial objectives into the NeRF training
process to enhance reconstruction quality (Niemeyer and
Geiger 2021); 2) Another direction involves examining the
robustness of NeRF models by subjecting them to corrupted
images (Wang et al. 2023), focusing on understanding how
NeRF responds when images used during training are artifi-
cially distorted; 3) Certain works have centered on attacking
the NeRF model itself or its downstream counterparts (Fu
et al. 2023; Dong et al. 2022). For instance, Viewfool (Dong
et al. 2022) identifies adversarial viewpoints that result in
the rendered images being misclassified by downstream im-
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age classifiers. NeRFool (Fu et al. 2023) aims to attack the
Generalizable NeRF (GNeRF) (Yu et al. 2021; Wang et al.
2021) directly, introducing adversarial perturbations to de-
ceive GNeRF’s scene feature prediction for a specific target
view.

Our study takes a novel approach by delving into the ad-
versarial robustness of NeRF from a distinct vantage — that
of attacking its downstream classifier. Diverging from the
conventional strategy of seeking adversarial viewpoints, our
method revolves around computing adversarial 3D repre-
sentations. Subsequently, we exploit these representations to
modify the training data of the NeRF model. This innovative
approach allows us to investigate how the model reacts to
these modifications, thereby shedding light on NeRF’s vul-
nerability to adversarial perturbations and its potential im-
plications for downstream classification tasks.

It’s worth noting that while there are related studies in-
volving adversarial attacks against multiview models (Sun
and Sun 2021; Yao et al. 2020) and adversarial attacks on
3D point clouds (Xiang, Qi, and Li 2019; Hu, Liu, and Hu
2022), these research directions are distinct in their focus.
Adversarial attacks against multiview models typically con-
centrate on attacking the model at fixed view angles, often
without delving into the implications for unexplored views.
On the other hand, attacks on 3D point clouds primarily fo-
cus on spatial attacks, usually considering shape manipula-
tion and not engaging with the rendering and multiview con-
texts. Therefore, our work addresses a specific and novel as-
pect of adversarial robustness within the NeRF framework.

Method

Preliminary. Firstly, we provide fundamental mathemat-
ical definitions for adversarial attacks, NeRF rendering,
and training. These definitions lay the groundwork for the
subsequent discussion of our specific problem formulation.

Adversarial Attacking. Consider a classifier network, de-
noted as f : Z — R, where f maps input images I € 7 to
a logit vector y = f(I) € Re. Here, Z signifies the image
space and c stands for the number of classes. The classifier’s
prediction function denoted as ¢ : Z — [] = {1,...,¢c},
assigns an input image to the class label with the highest
probability as follows:

o(I) = argmax f(I)g. @)
ke(c]
Let I, € [c] denote the ground truth label. If ¢(I) = [, the

prediction is considered correct.

In the context of adversarial attacks, the objective is to
achieve either untargeted or targeted misclassification. An
untargeted attack aims to achieve misclassification with-
out any specific requirement on the incorrect class, i.e.,
d(Laaw) # lg. While a targeted attack aims to manipulate
the cla531ﬁer to predict the image as a given class Iy, ie.,
¢(Iaqw) = ;. Another critical aspect of adversarial ex-
amples is their imperceptibility, often evaluated using L,
norms.
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Neural Radiance Fields (NeRF). Let F : (x,d) — (c,7)
denote a continuous volumetric radiance field, where F'
is approximated by a multi-layer perceptron (MLP) which
takes a 3D location x € R? and a unit-norm viewing direc-
tiond € R as inputs, and gives RGB color ¢ € [0,1] and a
volume density 7 € R™ as outputs. Each 2D pixel on the im-
age plane corresponds to a camera ray x = r(t) := o + td,
where o is the camera center and ¢ is the ray depth. Thus, we
can approximate the color of this pixel as

N
F) = ZT(tz)
T(t;) := exp( z_:T

where {t;}Y, is a set of quadrature points randomly se-
lected by stratified sampling, o(z) := 1 — exp(—x), §; :=
tiy1 — t; is the distance between two adjacent points and
c(t;) and 7(t;) are the color and density at r(¢;). Then, we
apply an MSE loss between the rendered pixels C (r) and
the ground truth pixels C(r) from the training data to train

the NeRF F'
Z ||C r,F)
recR

7(t;) - 05) - c(t;)

3)

Lrgp(R,F):

Cr)l3 €y

where R is the set of sampled camera rays.

Problem Formulation

Consider a downstream classifier network f : Z — R€ that
maps input images I(C,v) := Uper, (C(r, F)) € T ren-
dered by NeRF F to a logit vector y = f(I(C,v)) € R¢,
where 7 is the image space, R, is a set of rays correspond to
a given camera view v, and c is the number of classes. The
adversarial NeRF F| 4, satisfies that

max PV11(¢(I(O(ra Fadv)v
subject to || C/(r,

(&)
(6)

where [, € [c] is a ground truth label and € is the parame-
ter controlling the magnitude of the perturbation. By solving
(5-6), we aim to find an adversarial NeRF F,;, which recon-
structs the 3D object as close as the original one but misleads
the following classification task with most images rendered
by NeRF from different views.

v)) # lg)

Fody) = C(r)]|c <€

Transformation

It is hard to directly calculate F} 4, according to (5-6). Thus,
we approximate F' with a mapping function M : C(r) — x
and M’ : x — C(r). In this way, we modify the images to
mislead the classifier and then learn F, 4, according to these
adversarial images.

Pixels to 3D Representation. We assume the 3D objects
are opaque, i.e. along a given ray, only one spatial point
with maximum dense matters for NeRF, while other sam-
pling points with less dense can be ignored. We can map
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view 2

Figure 1: When transforming pixels from two images with
the same nearest neighbor in 3D representation (left), the
world coordinates of the two pixels are not perfectly aligned
(right).

each pixel C'(r) to a 3D location x with NeRF model as
M(C(r, F)) ::o—i—(argmtaxh(ti)) d @)
h(tl) I:T(ti) : Oé(T(ti) . (51) . C(ti). (8)

Based on the given p camera views, we maintain a 3D points
set X with p X w X h points to represent the 3D objective
approximately from corresponding p images by

X = Urer, (M(C(r,F))), ©)

where R, is a set of rays corresponding to selected p camera
views and each view contains w x h rays.

3D Representation to Pixels. The 3D point of unseen
pixel C(r) is approximated by x = M (C(r, F)). Its pixel
value can be simply estimated by finding its nearest neigh-
bor in the 3D points set X . However, it is obviously inaccu-
rate. As shown in Figure 1, the corresponding 3D points of
the unseen pixel probably do not well align with any exist-
ing 3D points of X. To achieve a better approximation, we
weigh the K nearest neighbor of the target point according
to their distance:

M'(X,x) = x' (10)
ng Zx erx,
1 1 (I —xl2 — p)*
Wy —? exp(—§ 0_2 ) (]])

Algorithm 1: NeRFail-S Attack

Input: X: 3D points constructed with p camera views ac-
cording to (9)
Input: Z: images from a view set V
Input: /,: true label, K: maximum iterations
Input: o, €: step size
Output: Vi
:z+0
: while ; < K do
while v € V do )
X, ¢ Urer, (M(C(r, F))
I + clip(I(M'(X,2z),v) + I,,,0,1)
Az + sign(V,CrossEntropy(f(I})))
7+ 7+ alAz
z < clip(z, —¢, €)
end while
10: end while

1
2
3
4
5:
6:
7.
8
9
0
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where Ny is the K nearest neighbor of x in X, the weight
wy indicates the influence of neighbor x’ to x and ¢ and
1 are the mean and variance value of the distribution of the
distance between points from X and x. We assume the dis-
tribution of the distance between points follows a normal
distribution, i.e. u = 0 because the neighbor whose distance
toward x is zeros should gain the largest weight.

Multiview Adversarial Perturbation

Since we have the mapping function M and M’ between
pixel values and 3D points, we reformulate (5-6) as
max P, (¢(I(M'(X,2),v) + I,) # )

subject to | M'(X,2) |0 < €

12)
(13)

where z is the adversarial perturbation we add to the 3D
points and I, is the clean image of camera view v. To tackle
this problem, we propose NeRFail-S and NeRFail.

NeRFail-S: Simple Attack. As depicted in Algorithm 1,
a simple solution for (12-13) uses Iterative Gradient Sign
Method (IGSM) (Kurakin, Goodfellow, and Bengio 2016)
to attack each image rendered by NeRF from different views
along the gradient with the given step size « once, regardless
of whether it is adversarial, and accumulate the adversarial
changes with given distortion budget € on 3D points.

NeRFail: Attack Targeting Optimality. To seek such 3D
perturbation z such that ||M'(X,2z)||. < € we propose to
estimate it iteratively over the different camera views. At
each iteration, the minimal perturbation Az; is calculated
to send the current perturbed images across the decision
boundary of the classifier and aggregated to the current 3D
perturbation z as universal 3D perturbation towards different
camera views. If the image of the current camera view with
3D perturbation z is not adversarial, we estimate the extra
perturbation Az; by tackling the problem:

Az; ::argmgn||§||§ (14)
subjectto ¢(I(M'(X,z),v) + I,,) 15)
# o(I(M'(X, (2 +()),v) + 1)

To solve (14-15), we assume the decision boundary of the
classifier is linear as deepfool (Moosavi-Dezfooli, Fawzi,
and Frossard 2016), thus we estimate Az; as

I — arg min |f( v) _f(IU)l —m1| (16)
t kelenkly |V (L) — V(L) |2
pny T = I, = el g
A3

i.e. finding the closest decision boundary to cross, in which
Ay = Vf(ly), — Vf(l),, mi is a margin we add to
the decision boundary to make the adversarial perturbation
more powerful. I, notes the image of the current camera
view v with 3D perturbation z. Similar to line 5 of NeRFail-
S, we also use clipping to ensure the adversarial images are
legitimate.
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DA-T DA-V RN-T RN-V
Inception v3
IGSM 59.3 % 0.0 % 0.4 % 0.8 %
NeRFail-S 726 % 71.5% 665 % 614 %
UAP 46.8 % 28.3 % 2.9 % 2.5 %
NeRFail 660% 380% 502% 424%
VIT-B/16

IGSM 99.9 % 0.0 % 2.9 % 2.4 %
NeRFail-S  99.0% 1000 % 97.2% 99.0 %
UAP 100.0 % 973 % 22 % 1.4 %
NeRFail 98.9 % 773% 80.6 % 719 %

Table 1: Quantitive comparison between our multiview at-
tack and baseline over attack success rate (ASR) under dif-
ferent scenarios on Inception V3 and VIT-B/16.

Ground Truth \ DA-T DA-V RN-T RN-V
hotdog 790% 320% 655% 47.0%
materials 96.5% 440% 74.0% 56.0 %
mic 100,0% 88.0% 100.0% 99.0 %

ship 98.5 % 170% 32.0% 16.0 %

Table 2: Performance of NeRFail on different objects. p: 3;
€: 32; mq: 8; my: 100; Classifier: inception v3.

Experiments

In this section, we begin by presenting the basic setting for
the experiments followed by showcasing the effectiveness
of our method in comparison to its 2D counterparts. We pro-
posed four different settings to measure the performance of
NeRFail and NeRFail-S attacks as evasion attacks and poi-
soning attacks. Subsequently, we provide a comprehensive
analysis of our attack method through ablation studies and
the performance on targeted attack. Due to the limited space,
we have included a portion of the ablation studies and trans-
ferability experiments in the supplementary material.

Dataset. We use the dataset® presented in the original
NeRF paper (Mildenhall et al. 2021) which contains eight
objects. Each object contains 400 images generated from
different viewpoints sampled on the upper hemisphere with
resolution 800 x 800 pixels: 100 images for training, 200
images for testing and 100 images for validation.

Classifier | DA-T DA-V RN-T RN-V
VGG-16 61.5 % 40.0 % 47.0 % 46.0 %
AlexNet 92.5 % 80.0 % 88.5 % 80.0 %
Resnet-50 | 100.0 % 100.0% 100.0% 100.0 %
EN-BO 97.0 % 86.0 % 94.0 % 86.0 %
MN-v2 97.0 % 12.0 % 28.0 % 23.0 %

Table 3: Performance of NeRFail on different classifiers. p:
3; €: 32; m1: 8; mo: 100; Ground truth: Lego.

“https://github.com/bmild/nerf
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€ |8 16 32
IGSM 845%  87.0% 84.5 %
: NeRFail-S | 1.5%  435%  100.0 %
A yap 0.0% 14.5% 93.0 %
NeRFail 60% 100.0%  100.0 %
IGSM 0.0% 0.0% 0.0%
Z NeRFail-S | 20% 580 %  100.0 %
A UAP 0.0% 7.0% 72.0 %
NeRFail 20% 380 % 89.0 %
IGSM 0.0% 0.0% 1.0%
; NeRFail-S | 20 % 41.0%  100.0 %
M UAP 0.0% 2.5% 8.0 %
NeRFail 50% 63.0% 965 %
IGSM 0.0% 0.0% 1.0%
; NeRFail-S | 20% 370%  100.0 %
M UAP 0.0% 1.0% 6.0 %
NeRFail 20% 520% 920 %

Table 4: Ablation on € vs. ASR for IGSM, UAP, NeRFail-S,
and NeRFail. Maximum iterations: 100; a: 2; p: 3; m1: 8;
ms: 100. classifier: Inception v3.

Model. We use the vanilla NeRF (Mildenhall et al. 2021)
to render the images, trained by 200, 000 epochs, the code-
base of PyTorch Nerf™. For downstream classification, we
choose the architecture including the CNN-based Inception
V3 (Szegedy et al. 2016), VGG-16 (Simonyan and Zisser-
man 2014), AlexNet (Krizhevsky, Sutskever, and Hinton
2012), ResNet-50 (He et al. 2016), EfficientNet-BO (EN-
BO) (Tan and Le 2019), MobileNet-v2 (MN-v2) (Sandler
et al. 2018) and the Transformer-based ViT-B/16 (Dosovit-
skiy et al. 2020). We resize images to 299 x 299 for the
CNN-based model and 224 x 224 for the transformer-based
model. Then we train these networks on training data of all
different classes and reach decent accuracy on the testing set,
i.e. 99.4% for Inception v3, 99.3% for VGG16, 100.0% for
AlexNet, 99.6% for Resnet-50, 99.6% for EN-BO, 100.0%
for MN-v2 and 97.7% for ViT-B/16. For special classes, e.g.
Lego, the accuracy of all classifiers is 100.0%. Furthermore,
on the images rendered by NeRF, the accuracy is above
99.0% on Lego.

Attacks. We select the Universal Adversarial Perturbation
(UAP) (Moosavi-Dezfooli et al. 2017) as a foundational
baseline for our experimentation. This approach is executed
over a maximum of 100 iterations. To align this algorithm
with our method, we introduce same parameters, including
the confidence parameter m; = 8 and the acceleration pa-
rameter mo = 100. Additionally, we adopt IGSM (Kurakin,
Goodfellow, and Bengio 2016) as another benchmark for our
simple attack scenario, with 100 iterations, &« = 2, and uti-
lizing the Lo, norm for the e parameter in both IGSM and
our simple attack. For our specific attack experiment, we
consider a default of p = 3 selected camera views.

"https://github.com/yenchenlin/nerf-pytorch/
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p | 2 3 4
£ NeRFail-S | 31.5% 435%  43.5%
S NeRFail | 365% 100.0%  100.0%
> NeRFail-S | 47.0% 580%  64.0%
S NeRFail | 190% 380%  33.0%
£ NeRFail-S | 260% 41.0%  43.0%
£ NeRFail | 405% 63.0%  535%
> NeRFail-S | 21.0% 37.0%  36.0%
Z NeRFail | 260% 520%  480%

Table 5: Ablation on p vs. ASR for NeRFail-S and NeRFail.
Maximum iterations: 100; a: 2; €: 16; mq: 8; mo: 100. clas-
sifier: Inception v3.

m | 0 4 8 16
£ UAP | 540% 850% 93.0% 73.0%
S NeRFail | 98.5% 1000% 1000% 96.0%
> UAP | 400% 67.0% 720% 68.0%
S NeRFail | 65.0% 840%  89.0% 79.0%
£ UAP 20% 80%  80%  50%
Z NeRFail | 73.5% 89.0%  965% 93.0%
> UAP 10% 50%  60% 40%
Z NeRFail | 740% 880%  920% 930%

Table 6: Ablation on m; vs. ASR for UAP and NeRFail.
Maximum iterations: 100; p: 3; €: 32; my: 100. classifier:
Inception v3.

Performance on Synthetic 3D Objects

To evaluate the performance of our Neural Radiance Fiels-
based multiview adversarial Attack (NeRFail) and its simple
version NeRFail-S, we mainly evaluate the Attack Success
Rate (ASR) over:

¢ DA-T: testing images directly attacked by the attacker;

¢ DA-V: validation images which the attacker does not ac-
cess to;

¢ RN-T: images rendered by NeRF, which trained on train-
ing data with multiview adversarial perturbation, from
the views oftesting images;

e RN-V: images rendered by NeRF, which are trained
on training data with multiview adversarial perturbation,
from the views of validation images.

The performance on DA-T and DA-V shows the strength
as evasion attacks against the images of explored and unex-
plored views; the performance on RN-T and RN-V shows
the strength as poisoning attacks, i.e. how the adversarial
NeRF deceives the model of downstream tasks.

In Table 1, it is evident that IGSM exhibits effective-
ness solely on the directly attacked testing images, as it is
tailored for attacking specific input instances. In contrast,
UAP works on both the testing and validation images, since
validation images share the same distribution as the test-
ing set, and UAP identifies shared vulnerabilities within
this dataset’s distribution. However, neither the attacking of
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Figure 2: Compare Itereations and Time (h) needed with dif-
ferent my for NeRFail on Inception V3.

IGSM nor UAP can be inherited and absorbed by NeRF (cf.
RN-T and RN-V of Table 1), implying that they are unable to
perturb NeRF’s learning process. Visual analysis, depicted
in Figure 3, reveals that both IGSM and UAP introduce per-
turbations not only to the objects of interest but also to the
background. In contrast, our multiview adversarial pertur-
bations exclusively target the object, rendering them more
focused (¢f. RN-T and RN-V of Figure 3).

Overall, both our methods, NeRFail and NeRFail-S,
demonstrate outperformance compared to the baseline at-
tack when evaluated on the Inception-v3 model. However,
on VIT-B/16, UAP outperforms NeRFail in the testing and
validation images, while our methods exhibit better results
in other scenarios. UAP adds perturbations in the back-
ground, that make it stronger than NeRFail as an evasion at-
tack. NeRFail-S consistently performs better than NeRFail,
achieving a 100% Attack Success Rate (ASR). Nonethe-
less, as illustrated in Figure 3, NeRFail-S tends to generate
more noticeable perturbations than NeRFail. Perturbation
magnitude also concurs this observation: NeRFail-S pro-
duces larger perturbations (554036.0 Ly norm and 12566.1
Lo norm) compared to NeRFail (544276.6 Ly norm and
10395.0 L, norm) for the same distortion budget (¢ = 32).

In the case of other classes, we conducted experi-
ments similar to Table 1, and we noted similar trends
(refer to Table 2). Furthermore, we extended our at-
tack evaluation to encompass a broader range of network
architectures (as detailed in Table 3). Our assessments
encompassed VGG-16 (Simonyan and Zisserman 2014),
AlexNet (Krizhevsky, Sutskever, and Hinton 2012), ResNet-
50 (He et al. 2016), EfficientNet-BO (EN-BO) (Tan and Le
2019), and MobileNet-v2 (MN-v2) (Sandler et al. 2018).
Given our emphasis on imperceptible adversarial perturba-
tions, we primarily present the results for NeRFail in this
context, while additional experiments for NeRFail-S are
available in the supplementary section.

Ablation

Both NeRFail and NeRFail-S share two parameters: i.e. the
distortion budget € and the number of selected camera view
p. For our ablation experiments, we kept the remaining pa-
rameters of the attacks fixed and focused on investigating the
influence of these two parameters.

First, we examined the impact of ¢, as illustrated in Ta-
ble 4. It is noteworthy that when the distortion budget e is
small, such as € = 8, IGSM demonstrates competent perfor-
mance on the DA-T task. Our methods tend to exhibit be-
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Figure 3: Visualization of adversarial examples generated by IGSM, UAP, NeRFail-S, and NeRFail with € = 32.

Target Class | DA-T  DA-V ~ RN-T  RN-V
drums 90% 8.0% 81.0% 76.0%
hotdog 655% 520% 525% 51.0%

materials 3.5% 1.0 % 3.0 % 2.0 %

Table 7: Performance of NeRFail on targeted attacks. Maxi-
mum iterations: 100; p: 3; €: 32; m1: 8; mo: 100; classifier:
Inception v3; Source class: Lego.

havior more akin to UAP in this scenario. Specifically, with
a very small e, the overall performance of the attacks re-
mains poor. However, as ¢ is increased to 16, the Adversarial
Success Rate (ASR) of our attacks surpasses 35%. Whereas
when ¢ is set to 32, our attacks get an ASR exceeding 90%.

Additionally, we assessed the impact of the number of se-
lected camera views, denoted as p (definition cf. (9)), as de-
picted in Table 5. An increase in p marginally enhances the
performance of NeRFail-S. On the other hand, for NeRFail,
there is a pattern of improvement followed by a degrada-
tion in performance with increasing p. Higher values of p
potentially introduce conflicts among views, and the opti-
mization process might become more prone to inaccuracies
in the transformation. Overall, a value of 3 appears to be a
reasonable choice for p.

For NeRFail, we have two more parameters, i.e. confi-
dence parameter m; and acceleration parameter ms. Table 6
shows the influence of m; towards the ASR. It shows when
m varies, the ASR of our attack is positively related, and 8
is the best m; for UAP and NeRFail. Figure 2 shows the in-
fluence of mo towards the speed. It shows when mo varies,
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NeRFail performs best when mo = 100. Experiments on the
relation between mo and ASR are in the supplementary.

Performance on Targeted Attack

Previously, we mainly consider the untargeted attack. Our
attacks are easily adapted to targeted attacks and we evalu-
ate our attacks on targeted attacks. As Table 7 shows, for tar-
geted attacks, NeRFail works well on most targeted classes
but for the hard classes, i.e. the class whose distribution is
far different from targeted classes, such as materials.

Conclusion

In the context of 3D tasks, we explored adversarial ro-
bustness using NeRF, focusing on multiview attacks on 3D
scenes. We introduced a NeRF-based transformation that
connects 3D information and 2D pixels, enabling the cre-
ation of adversarial perturbations effective across diverse
viewpoints, including untrained ones. Training NeRF with
data poisoned by perturbations allows for their inheritance
and reconstruction from the attacked agnostic model. Con-
trasted with attacks like NeRFool, our method stands out in
versatility, free from stringent constraints on NeRF models
or classifiers, broadening its applicability across numerous
scenarios.
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