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Abstract

Weakly Supervised temporal Article Grounding (WSAG) is a
challenging and practical task in video understanding. Specif-
ically, given a video and a relevant article, whose sentences
are at different semantic scales, WSAG aims to localize cor-
responding video segments for all “groundable” sentences.
Compared to other grounding tasks, e.g., localizing one target
segment with respect to a given sentence query, WSAG con-
fronts an essential obstacle rooted in the intricate multi-scale
information inherent within both textual and visual modali-
ties. Existing methods overlook the modeling and alignment
of such structured information present in multi-scale video
segments and hierarchical textual content. To this end, we
propose a Multi-Scale Video-Text Correspondence Learning
(MVTCL) framework, which enhances the grounding perfor-
mance in complex scenes by modeling multi-scale semantic
correspondence both within and between modalities. Specif-
ically, MVTCL initially aggregates video content spanning
distinct temporal scales and leverages hierarchical textual re-
lationships in both temporal and semantic dimensions via
a semantic calibration module. Then multi-scale contrastive
learning module is introduced to generate more discrimina-
tive representations by selecting typical contexts and per-
forming inter-video contrastive learning. Through the multi-
scale semantic calibration architecture and supervision de-
sign, our method achieves new state-of-the-art performance
on existing WSAG benchmarks.

Introduction
Video Grounding (Anne Hendricks et al. 2017; Gao et al.
2017; Chen et al. 2020) aims to localize target segments
from an untrimmed video with respect to the given lan-
guage query, which is fundamental to various multi-modal
tasks, such as video question answering (Le et al. 2020; Zhu
et al. 2017), video context retrieval (Gabeur et al. 2020), and
video storytelling (Li et al. 2019).

Early works in Video Grounding mainly focus on single
sentence grounding (Ma et al. 2020; Song et al. 2020), which
aims to localize the most relevant video segment with a sin-
gle sentence query. However, the majority of real-world lan-
guages consist of multiple sentences, and simply grounding
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sentence individually ignores rich contextual and semantic
information within the sentences. As a remedy to these lim-
itations, the concept of multi-sentence grounding (Huang
et al. 2021; Bao, Zheng, and Mu 2021; Wang et al. 2021)
has been introduced, which requires jointly localizing multi-
ple sentences. Chen et al (Chen et al. 2022) identifies certain
unrealistic assumptions prevalent in existing multi-sentence
grounding methods: all query sentences can be grounded
in the video, and query sentences are at the same seman-
tic scales. Illustrated in Figure 1, the wiki article consists
of high-level summaries, e.g, sentence (1) and correspond-
ing low-level details, e.g, sentence [1.1]. Besides, some sen-
tences, e.g., sentence [1.3] has no corresponding video seg-
ments in the whole video. To address these two unrealistic
assumptions, they introduce a more realistic and challeng-
ing grounding task: Temporal Article Grounding. To fur-
ther alleviate the need for extensive manual annotations of
the large-scale training set, they consider a more meaning-
ful setting: Weakly-Supervised Temporal Article Grounding
(WSAG), in which there are no temporal annotations for
each sentence in the training data. As shown in Figure 1,
given a multi-scale article and a relevant video, WSAG aims
to localize corresponding video segments for all “ground-
able” sentences.

In addressing WSAG, Chen et al (Chen et al. 2022)
introduce DualMIL, a method that extends multiple in-
stance learning into a two-level framework encompassing
“sentence-level” and “segment-level” representations. How-
ever, it overlooks the inherent hierarchical structures in the
visual and text modalities and their complex correspon-
dence, resulting in a loss of useful prior knowlege for pre-
cise grounding. As demonstrated in Figure 1, if we find that
sentence (2) has a high similarity score with video segment
[5τ − 9τ ], it is highly likely that sentence (2) also semanti-
cally related to sub video segment within it, e.g., [5τ − 6τ ].

To be more general, a primary challenge inherent in
WSAG is that the richness of video content and the variety of
textual granularity lead to complex hierarchies of grounded
video segments, which is intuitively illustrated in Figure 1.
On the single-sentence level, the sentence may semantically
correspond to multi-scale video segments, for instance, the
broader temporal scope [5τ − 9τ ] encompasses multiple
ground truth proposals related to sentence (2), while a nar-
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Figure 1: The overview of weakly supervised temporal article grounding (WSAG). WSAG aims to localize sentences in the
article within a video. Sentences in the article exhibit distinct semantic scales, depicted in the figure using varying shades of
color. Additionally, the color bar below the video corresponds to the ground truth localized segments for each color-coded
sentence. The symbol ‘τ ’ denotes the time interval between displayed video frames.

rower temporal scope [5τ−6τ ] in it contains a single ground
truth proposal. On the multi-sentence level, the article’s sen-
tences exhibit multi-scale granularities, both semantically
and temporally. For example, sentence [1.1] is the low-level
detail of sentence (1) semantically, and [0τ − 1τ ] (sentence
[1.1]’s GT proposal) is included in a larger temporal scale
[0τ − 2τ ] (sentence (1)’s GT proposal) temporally.

Motivated by the above observations, we present a novel
approach termed Multi-Scale Video-Text Correspondence
Learning (MVTCL). MVTCL utilizes the visual content
of different time spans and the structural relationship of
text to obtain better video-article correspondence, and such
perspective is manifested in both the network architecture
and the supervisory information. In terms of network ar-
chitecture, we introduce the concept of Multi-Scale Se-
mantic Calibration (MSC), which capitalizes on preexist-
ing knowledge about the aggregation of multi-scale visual
and language information for every proposal. MSC com-
prises two primary procedures: visual content semantic in-
tegration and hierarchical language semantic suppression.
Firstly, MSC integrates information from multiple temporal
scales of video segments with sentences, thereby infusing
prior visual knowledge spanning different scales into each
proposal. After that, MSC introduces the prior information
regarding the high-level sentence’s correlation with various
video segments into the corresponding low-level sentences.
On the supervisory guidance, Multi-Scale Contrastive Loss
(MCL) is introduced to select the most typical video seg-
ment proposals to represent the whole video when conduct-
ing contrastive inter-video learning. Specifically, MCL se-
lects video segment proposals of multiple scales, ensuring
that proposals within the same scale are non-overlapping and
encompass the entirety of the video’s content. The proposals
selected by MCL not only have comprehensive multi-scale
context aggregated by MSC but also reduce abundance due
to its non-overlapping design.

Our contributions are summarized as follows:
• We delve into the intricate multi-scale structure present

in both video and textual modalities within weakly su-

pervised temporal article grounding. Then we intro-
duce Multi-Scale Video-Text Correspondence Learning,
which helps to achieve a more precise video-text corre-
spondence within complex scenes.

• Experiments on WSAG datasets show that the proposed
MVTCL outstrips existing WSAG methods by signifi-
cant margins. Furthermore, our comprehensive ablation
studies illuminate the individual efficacy of each compo-
nent within MVTCL.

Related Work
Weakly Supervised Video Grounding Temporal sentence
grounding is firstly introduced by MCN and Tall (Anne Hen-
dricks et al. 2017; Gao et al. 2017), which aims to local-
ize the target video segment from an untrimmed video with
respect to a given sentence query. Then, due to the labor-
intensive ground-truth annotation procedure, weakly super-
vised temporal video grounding become a popular and more
practical setting.

Weakly supervised video grounding methods can be
divided into two categories: single-sentence grounding
and multi-sentence grounding. Early weakly supervised
works (Chen et al. 2020; Song et al. 2020; Ma et al. 2020)
mainly focus on single-sentence grounding. These meth-
ods can basically be grouped into two categories: MIL-
based (Tan et al. 2021; Gao et al. 2019) and reconstruction-
based (Lin et al. 2020; Zheng et al. 2022; Chen and Jiang
2021). TGA (Mithun, Paul, and Roy-Chowdhury 2019) is a
typical MIL-based method, which treats the whole video as
a bag of instances with bag-level annotations and the predic-
tions for video segment proposals are aggregated as the bag-
level prediction, then it learns the video-text alignment in the
video-level by maximizing the similarity score of the match-
ing video-text pair while minimizing the similarity score of
video and other irrelevant text. As for reconstruction-based
method, they attempt to reconstruct the given sentence query
based on the selected video segments, and then use the re-
construction result as the supervision information.
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All of the above weakly supervised methods stick to
single-sentence grounding, however, a more realistic setting
is to jointly ground multiple consecutive sentences. Some
recent work like DepNet, WSTAN, CRM (Bao, Zheng, and
Mu 2021; Wang et al. 2021; Huang et al. 2021) have ex-
plored such setting. Compared to single sentence grounding,
these works usually utilize the relations between sentences
to achieve higher accuracy in grounding. For example, CRM
explores two cross-sentence relational constraints: temporal
ordering and semantic consistency in a paragraph descrip-
tion of video activities. They claim that the temporal order
of the events in the article and video is the same and the
semantic information of related things in the article is con-
sistent. However, such assumptions do not hold in complex
scenes e.g., article grounding.
Multi-Scale Video-Language Learning Many grounding
methods (Hou et al. 2022; Bao, Zheng, and Mu 2021; Ding
et al. 2022) utilize the multi-scale relations to get better
grounding results, such relations mainly lie on video-level
and language-level. For example, HSCNet (Tan et al. 2023)
explores multi-level visual-textual correspondence by learn-
ing hierarchical semantic alignment and utilizes dense su-
pervision by grounding diverse levels of queries includ-
ing word-level, sentence-level and paragraph-level. Besides,
other video understanding tasks such as moive understand-
ing (Huang et al. 2020) and action recognition (Tang et al.
2019) have considered the multiple semantic scale issue.

However, all grounding methods neglect that there may
exist different semantic-scale within the same level (such as
sentence level). Chen et al (Chen et al. 2022) points out that
all query sentences for the same video may have different
semantic scales, thus propose a more challenging and re-
alistic task: weakly supervised temporal article grounding
(WSAG), which aims to localize the corresponding video
segments for each “groundable” sentence in an article con-
taining different semantic scale sentences.

Method
Problem Definition
Given an untrimmed video V and the relevant article A with
multi-scale sentences, WSAG aims to jointly localize the
temporal boundaries of events depicted by the sentences in
the article. Specifically, each article is organized as A ={
sh1 , s

l1
1 , ..., s

l1
n1
; sh2 , ...; s

h
m, ..., slmnm

}
, where shk is the k-th

high-level summary, and slki is the i-th corresponding low-
level details of shk . Totally, there are m high-level summaries,
and each summary shk has nk low-level details. WSAG needs
to predict all possible temporal locations for all groundable
sentences. The grounding result for high-level sentence shk

can be represented by T (shk) = {(ts, te)i}
N(skh)
i=1 , where

(ts, te)i represents the starting time and end time of the i-th
corresponding video segments for shk , and N

(
skh
)

denotes
the total video segments number of shk . Due to the hier-
archical relations between high-level summaries and low-
level details, the grounding results of corresponding low-
level sentence T (slki ) is the subset of T (shk) temporally.

Feature Extraction
Visual Encoding. For the untrimmed video V, we uniformly
sample N short clips from it and each clip consists of a fixed
number of consecutive frames. Then, we use standard back-
bone networks, e.g., a frozen S3D (Xie et al. 2018) to ex-
tract clip-level features

{
fV
i

}N−1

i=0
, where fV

i ∈ RdV

de-
notes the i-th clip feature and dV is the feature dimension.
Therefore, a candidate proposal can be identified by its start
and end clips, specifically, mij represents the candidate pro-
posal which starts from clipi and ends at clipj , then all pos-
sible candidate proposals can be organized into a 2D tempo-
ral map M which consists of different time scales’ candidate
proposals.

Based on the 2D temporal map M, we extract each pro-
posal feature by averaging all inside clip features, then a
few conv-layers are used to further encode the context. Fi-
nally, we get the 2D visual feature map, denoted as FM ∈
RN×N×dV

, where dV is the feature dimension. And the el-
ement in FM is denoted as fM

ij , which is the feature of can-
didate proposal mij .

Language Encoding. For each sentence Si =
{
wi

j

}
in

the article A, we first follow existing methods (Chen et al.
2022) to generate its textual embedding for each word by the
GloVe (Pennington, Socher, and Manning 2014) word2vec
model, then we sequentially feed the word embeddings into
a bidirectional LSTM (Hochreiter and Schmidhuber 1997)
network, and use its last hidden state as the feature represen-
tation of the input sentence, denoted as FSi ∈ RdS

, where
i is the position number of the sentence and RdS

is the sen-
tence feature dimension. After obtaining the video feature
and all sentence features, both these features are fed into two
respectively learnable MLP layers to get the same feature di-
mensions dh, denoted as F̃M ∈ RN×N×dh

and F̃Si ∈ Rdh

,
and the element in F̃M denotes as f̃M

ij .

Multi-Scale Semantic Calibration
We construct the Multi-Scale Semantic Calibration (MSC),
which performs multi-scale semantic calibration on both vi-
sual and text modalities. Specifically, on the multi-scale vi-
sual information level, MSC interacts and fuses visual infor-
mation from different scales through the Visual Content Ag-
gregation Module. This enables the MSC to perceive both
coarse-grained and fine-grained visual information. On the
multi-scale language information level, MSC utilizes Hier-
archical Language Semantic Suppression to exploit the hier-
archical relationship that exists among multi-scale sentences
both semantically and temporally, which effectively con-
strains the temporal distribution relationship of these two-
scale sentences (the video segment corresponding to shk in-
clude that of slki )1.

Visual Content Aggregation. To better utilize and ag-
gregate visual context at different scales, we first select the
most representative multi-scale visual features. In practice,
we utilize three different granularities of visual features in

1shk represents high-level summaries and shk denotes its low-
level details
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Figure 2: The overall architecture of our method. A 2D feature map is first extracted from input video, and the multi-scale visual
features are selected to calculate vision-language attention with sentence features, then visual content aggregation is conducted
through specifically designed pooling operation. After that, multi-scale language context is further utilized by hierarchical
language semantic suppression to get the final attention map W. Given W, we conduct semantic calibration on original score map
Pk to get the final score map P̂k, where Pk is obtained by basic multi-modal fusion operation. Finally, multi-scale contrastive
loss is adopted to learn the most discrimitive features.

F̃M , denoted as FGi ∈ R(N/Gi)×dh

, where Gi represent
different time scales and N/Gi represent the number of vi-
sual features at this scale. For each time granularity:

FGi =
[
fM
i(i+Gi−1)

]
i=0,Gi,...,N−Gi

(1)

where [] represents the concatenation operation. Then pair-
wise semantic similarities across visual context at different
scales are computed as:

Sim(Si, Gj) =
F̃Si · FGj∥∥∥F̃Si

∥∥∥ · ∥FGj∥
(2)

The final attention weight at scale Gj is obtained as below:

WSi,Gj = Softmax(Sim(Si, Gj)) (3)

In the end, we adopt a specifically designed average pool-
ing operation2 to get multi-scale visual context aggregated
attention WSk ∈ R1×N .

Hierarchical Language Semantic Suppression. After
modeling the multi-scale visual context, we further adopt
hierarchical language semantic suppression to utilize the
multi-scale language context. Specifically, the high-level
summaries and low-level details in an article naturally have
“hierarchical” relations. This relation manifests in two ways:
1) The high-level sentence contains corresponding low-
level details semantically, 2) The video clip grounded by
high-level summaries temporally includes the video clip
grounded by corresponding low-level details. Due to such
relation, our assumption is that if a candidate proposal has

2Specific procedures are detailed in the appendix.

a low attention score with a high-level summary, then its
attention score with corresponding low-level details should
be low too. So we take the Hadamard product operation to
complete semantic suppress:

Ŵ s
lk
i = W shk ⊙W s

lk
i (4)

Such operation introduces the prior knowledge of high-level
sentence shk into the corresponding low-level sentence slki ,
effectively suppressing the occurrence of an unreasonable
situation where a candidate proposal has a low attention
score with shk but a high attention score with slki .

Semantic Calibration on Multimodal Score Map. At
first, we acquire the original score map through multi-modal
matching. Specifically, we fuse the mapped two features by
Hadamard product:

fij,k = f̃M
ij ⊙ F̃Si (5)

then we reorganize the single element fij,k into 2D format
Fk ∈ RN×N×dh

, which represents the fused feature be-
tween sentence Sk and all candidate proposals M. Then the
fused features are fed into serval conv-layers and a classifier
to predict the original score map {Pk}, where Pk ∈ RN×N

represents the original matching score between sentence Sk

and all candidate proposals.
After obtaining the original score map, we calculate the

element in 2D attention map as below:

WSk
ij = avgpool(ŴSk [i], ŴSk [i+ 1], ..., ŴSk [j]) (6)

where WSk
ij denotes the final attention score between sen-

tence Sk and candidate proposal mij , then we reorganize
WSk

ij into 2D format WSk ∈ RN×N . Finally, we utilize the
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aggregated multi-scale visual-linguistic information to cali-
brate the original score map:

P̂k = WSk ⊙ Pk (7)

where P̂k ∈ RN×N and element in P̂k is denoted as pij .

Multi-Scale Contrastive Loss
Previous methods (Zhang et al. 2020; Wang et al. 2021) of-
ten select high-score proposals from all candidates in the
2D score map to represent the whole video. However, we
claim that employing the entirety of proposals is not ef-
ficient, as it encompasses a lot of redundant information,
e.g., numerous candidate proposals exhibit temporal over-
laps, which could potentially impede the model’s ability
to learn the most effective representations through the pro-
cess of contrastive learning. Based on such consideration,
MVTCL utilizes multi-scale contrastive loss (MCL) to en-
hance WSAG’s representation learning through the multi-
scale and non-overlapping proposal selection strategy. Such
design yields two advantages: 1) The selected proposals are
consistent with those in MSC, which can effectively repre-
sent the whole video due to the semantic calibration before.
2) The absence of content overlap among proposals of the
same scale reduces redundancy in information a lot.

Video-Article Similarity with Multi-Scale Structure.
Given the score map P̂k after multi-scale semantic calibra-
tion, we first select the corresponding proposals at different
scales. Similar to the operation in MSC, for each scale Gi,
we choose the corresponding proposal set:

PGi

k =
{
pi(i+Gi−1)

}
0,Gi,...,N−Gi

(8)

where PGi

k represent the set of representive elements at
scale Gi and the set size is N/Gi. Then we use the above
multi-scale proposal set to calculate the similarity score
Sim(V,A) between video V and article A. Firstly, we calcu-
late the matching score Sim(V, Sk) between each sentence
and video, which is the average of similarity scores among
the top-k2 proposals at all scales:

Sim(V, Sk) = avg(top-k2 max
ij

pallk,ij) (9)

where pallk,ij is the element of set at all scales P all
k = PG1

k ∪
PG2

k ∪ · · · ∪ PGL

k , and L is the number of different scales.
Since not all sentences in the article can be grounded in the
video, we consider the average of similarity scores among
the top-k1 sentences as the matching score between the arti-
cle and video:

Sim(V,A) = avg(top-k1 max
k

Sim(V, Sk)) (10)

Such video-article similarity score effectively captures the
hierarchical structure present in video-text context.

Inter-Video Contrastive Loss. After obtaining the video-
article matching score, we perform contrastive learning be-
tween positive and negative samples across videos. Specifi-
cally, we consider the matching video-article pair as positive
pair (V, A), then we randomly replace the video or article

in the matching pair with video or article from other tasks3

to get negative pair (V −, A) and (V,A−) respectively. The
inter-video contrastive loss is calculated below:

Lij
MCL = max(0, α− sim(V,A)i + sim(V −, A)j)

+ max(0, α− sim(V,A)i + sim(V,A−)j)
(11)

where i,j denotes pair index and the final inter-video con-
trastive loss LMCL =

∑
i

∑
j

Lij
MCL.

Model Training and Inference
Training. To better stimulate the ability of each module, we
adopt a multi-stage training strategy. In stage 1, we use inter-
video contrastive loss without multi-scale structure LCL

to supervise training. The calculation of LCL is similar to
LMCL, the difference is that we use all candidate propos-
als instead of multi-scale proposals when calculating video-
sentence similarity score. In stage 2, we use multi-scale con-
trastive loss LMCL to continue training.
Inference. During inference, given the video and a relevant
article, we first predict the semantic calibrated score map for
each sentence and all candidate proposals, then we conduct
non-maximum suppression (NMS) (Bodla et al. 2017) to fil-
ter out proposals which have high overlap with other propos-
als but lower scores. At last, we combine all proposals from
different sentences based on their similarity score.

Experiments
Datasets
YouwikiHow. YouwikiHow consists of 47K untrimmed
videos. Each video includes a corresponding multi-scale ar-
ticle consisting of high-level summaries and low-level de-
tails. YouwikiHow has a total of 1,398 wikiHow tasks, and
each task has an average of 33.88 long-term videos. Besides,
there are 20.8 sentences for each video on average. We use
YouwikiHow as training dataset.
CrossTask. Since YouwikiHow has no time annotations,
we use the same test set in DualMIL. Specifically,
CrossTask (Zhukov et al. 2019) has 4.7K videos and 18 pri-
mary tasks. For each video, it has temporal boundaries cor-
responding to the predefined task-specific steps. Later, the
step is linked manually to the wikiHow article.

Evaluation Metrics
Following the setting in previous work (Chen et al. 2022),
we evaluate our model by computing Recall@K (R@K)
over different IoU thresholds (0.1/0.3/0.5). It’s defined as the
recalls of all GT annotations within top-K candidate pro-
posals based on given IoU and top-K candidate proposals
are selected in all proposal-sentence pairs. Besides, we also
use Recall@K meet Constraint (RC@K) as a supplemen-
tary metric for low-level sentences. The calculation is simi-
lar to R@K, except filter out proposals that don’t meet the
temporal constraint.4

3There are different tasks in the training data and video content
across different tasks displays significant diversity.

4This constraint is the assumption about multi-scale sentences
in WSAG: the temporal grounding results of low-level sentences
should be inside its high-level manual annotations.
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Model MM
Pretrain

R@50(IoU) R@100(IoU) RC@50(IoU)
0.1 0.3 0.5 0.1 0.3 0.5 0.1 0.3 0.5

RandomGuess(Wang et al. 2021) × 19.55 5.22 1.67 33.05 10.46 3.88 7.23 1.87 0.66
WSTAN-full(Wang et al. 2021) × 27.22 15.98 7.42 36.52 20.97 9.92 13.75 10.59 9.25
WSTAN-base(Wang et al. 2021) × 16.41 2.36 0.49 16.51 2.36 0.49 6.96 0.82 0.19
DualMIL(Chen et al. 2022) × 40.11 23.08 10.07 54.32 31.30 13.97 10.71 8.09 6.96
MIL NCE-max(Miech et al. 2020) ✓ 33.48 12.01 4.89 39.71 14.30 5.87 11.85 3.12 1.06
MIL NCE-avg(Miech et al. 2020) ✓ 42.86 24.26 12.88 56.77 32.04 16.98 16.40 7.71 3.87
MIL-NCE+WSTAN ✓ 32.30 18.03 8.61 50.30 28.81 14.04 13.44 10.49 9.09
MVTCL(Ours) × 48.54 28.80 12.91 64.62 37.06 16.57 16.31 12.32 10.6

Table 1: erformance comparison with other methods. “MM Pretrain” denotes these models use large-scale multimodal pretrain-
ing features. Red text and blue text represent the best and second-best results, respectively.

Experimental Settings
For a fair comparison, we use pretrained S3D extractor (Xie
et al. 2018) to extract video clip features on both datasets.
The initial video clip number is set to 256, and the sampled
clip number N is set to 16. The channel numbers of sentence
feature dS and video proposal feature dV are set to 300 and
512 respectively, and the hidden features are set to 256.
During training, we use Adam (Kingma and Ba 2014) with
an initial learning rate of 0.0003, the batch size of 128 as
optimization algorithm. Besides, we adopt the ReduceL-
ROnPlateau strategy to prevent overfitting. For each train-
ing sample, we randomly sample 20 sentences if the articles
have more than 20 sentences, and we truncated or padded
each sentence to a maximum length of 25 words. Such ran-
dom sampling strategy saves GPU memory and reduces the
model to overfit to moment prior of sentences in the article.
For MSC and MCL module, the number of different scales
L is set to 3. And the scale size of G1, G2, G3 is set to 1,2,4
respectively. When calculating MCL, the selected number of
proposals k2 and sentences k1 is set to 5 and 6 respectively,
and the predefined margin α is set to 0.3.

Performance Comparisons
In this section, we compare our method with state-of-the-art
method, including:
• Weakly Supervised Temporal Grounding Methods.

WSTAN (Wang et al. 2021) is a weakly supervised
paragraph grounding method, we compare three dif-
ferent settings of WSTAN: Base, Full, RandomGuess.
DualMIL (Chen et al. 2022) is the previous state-of-the-
art WSAG method.

• Pretrained Large-Scale Multimodal Video-Text Re-
trieval Models. MIL-NCE (Miech et al. 2020) is a large-
scale pretrained multi-modal model for video-text re-
trieval. To apply MIL-NCE for WSAG, we use the same
proposal generation strategy in this paper, then we adopt
max-pooling or avg-pooling for clip features within the
candidate proposals. Table 1 reports the zero-shot results
using MIL-NCE.

• Two-stage Method. A characteristic of WSAG is that
not all sentences can be grounded, so we first use MIL-

Strategies R@50 (IoU) R@100 (IoU)
MSC MCL 0.1 0.3 0.5 0.1 0.3 0.5

× × 26.60 14.98 6.48 44.05 24.81 10.82
✓ × 37.93 21.79 10.13 52.10 29.61 13.94
× ✓ 36.74 16.77 8.22 53.15 24.57 12.31
✓ ✓ 48.54 28.80 12.91 64.62 37.06 16.57

Table 2: Ablations(%) on the effectiveness of each part

Visual Scale SS R@50 (IoU) R@100 (IoU)
G1 G2 G3 0.1 0.3 0.5 0.1 0.3 0.5

✓ × × ✓ 34.99 18.37 9.20 42.6 21.75 11.24
× ✓ × ✓ 29.32 15.70 8.26 40.17 21.04 11.00
× × ✓ ✓ 32.32 18.27 8.38 45.84 25.44 11.61
✓ ✓ × ✓ 33.12 18.86 8.94 45.63 25.96 12.09
✓ × ✓ ✓ 32.62 17.86 8.60 46.16 24.73 11.96
× ✓ ✓ ✓ 32.21 18.49 9.11 44.05 24.93 12.06
✓ ✓ ✓ × 27.39 15.64 7.49 42.23 24.47 11.79
✓ ✓ ✓ ✓ 37.93 21.79 10.13 52.10 29.61 13.94

Table 3: Ablations(%) on MSC, where “SS” denotes hierar-
chical language semantic suppress.

NCE to retrieve all sentences that can be grounded for
the video, the WSTAN is trained to select corresponding
video segments.

From the results in Table 1, we can draw following results:
1) Our proposed method outperforms all existing methods,
including large-scale pretrained video-text retrieval models
and before state-of-the-art WSAG method DualMIL. For
example, DualMIL performs about 8 and 10 points lower
than MVTCL in terms of R@50 (IoU=0.1) and R@100
(IoU=0.1) respectively. 2) Even though MIL-NCE gets rela-
tively good zero-shot results for WSAG, it still has some lim-
itations: it needs numerous training data and its performance
is greatly affected by the clip features processing way.
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Figure 3: Qualitative prediction examples. The first row shows the ground-truths for the given article queries (high-level sen-
tences), and the second and third row shows the grounding results of DualMIL and our MVTCL in the corresponding color.

Ablation Study

In this section, we conduct comprehensive ablation studies
to analyze the effectiveness of our proposed method.

Effectiveness of Each Strategy. Table 2 shows the per-
formance comparisons of our proposed full model MVTCL
with respect to main module ablations. MVTCL (full) out-
performs all ablation models by a large margin, and two
modules both contribute a lot to the improvement of model.
This demonstrates that MSC and MCL both are critical to
temporal article grounding .

Ablations of Multi-Scale Semantic Calibration (MSC).
MSC contains two main parts: Visual Content Aggregation
and Hierarchical Language Semantic Suppress. Table 3 re-
ports the impact of each part and the different scales in vi-
sual content aggregation during stage 1. Firstly, we study
the impact of visual content aggregation with hierarchical
language semantic suppress, for three different granularity
scales {G1, G2, G3}, we explore the different combinations
within them. We find that single-scale strategies basically
perform worse than other fusion strategies, which is reason-
able because such fusion way has less information than oth-
ers. The model performs best when using all scales, which
shows the effectiveness of the design of multi-scale visual
context aggregation. Besides, we can see that the perfor-
mance drops significantly without hierarchical language se-
mantic suppress (penultimate line), which claims the impor-
tance of this part.

Ablations of Multi-Scale Contrastive Loss (MCL). The
impact of combination of different scales is reported in Ta-
ble 4. Similar to the ablation of MSA, both single-scale loss
and the combination of two scales are explored. From Ta-
ble 4, we have the following observations: 1) Within all
possible combinations, the combination of all three scales
{G1, G2, G3} performs best. 2) Within single-scale type
loss, finer granularity leads to better results. This is reason-
able because the most fine-grained video segment proposal
usually contains intricate details for wach video when con-
ducting inter-video contrastive learning.

Loss Scale R@50 (IoU) R@100 (IoU)
G1 G2 G3 0.1 0.3 0.5 0.1 0.3 0.5

✓ × × 47.56 27.64 12.23 63.64 36.35 16.03
× ✓ × 44.91 21.2 10.67 56.59 26.93 13.66
× × ✓ 42.76 19.80 9.75 59.40 27.63 13.87
✓ ✓ × 48.33 28.79 13.00 64.7 37.16 16.51
✓ × ✓ 48.47 28.06 12.99 64.86 37.50 16.22
× ✓ ✓ 44.26 20.83 10.51 56.88 26.91 13.55
✓ ✓ ✓ 48.54 28.8 12.91 64.62 37.06 16.57

Table 4: Ablations(%) on multi-scale contrastive loss.

Qualitative Analysis

We display a typical example of weakly supervised article
grounding in Figure 3, which shows the grounding results
of all high-level sentences. We can see that MVTCL have
better grounding results than DualMIL, which can reflect
in two aspects: 1) MVTCL can deal with more complex
query sentences: for sentence “Pour tablespoons to the tip
of a large spoon or from the hot griddle or greased frying
pan.”, DualMIL does not recall any of its GT video segments
while MVTCL still performs well. 2) MVTCL can handle
scattered multiple segments: for example, sentence “Cook
the other side until golden and remove” has two correspond-
ing video segments, DualMIL grounds it completely wrong
while MVTCL also gives a good result. Such case proves
the effectiveness of our well-designed MVTCL framework.

Conculsion

In this paper, we propose a novel Multi-Scale Video-Text
Correspondence Learning framework to explicitly explore
the complex multi-scale relations of language level and
video level in a realistic grounding task WSAG. Extensive
experiments validate the effectiveness of our MVTCL and
demonstrate that our method achieves new state-of-the-art
results on exsiting WSAG benchmarks.
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