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Abstract

Recent advancements in 4D scene reconstruction using neu-
ral radiance fields (NeRF) have demonstrated the ability to
represent dynamic scenes from multi-view videos. However,
they fail to reconstruct the dynamic scenes and struggle to
fit even the training views in unsynchronized settings. It hap-
pens because they employ a single latent embedding for a
frame while the multi-view images at the same frame were
actually captured at different moments. To address this lim-
itation, we introduce time offsets for individual unsynchro-
nized videos and jointly optimize the offsets with NeRF. By
design, our method is applicable for various baselines and
improves them with large margins. Furthermore, finding the
offsets naturally works as synchronizing the videos without
manual effort. Experiments are conducted on the common
Plenoptic Video Dataset and a newly built Unsynchronized
Dynamic Blender Dataset to verify the performance of our
method. Project page: https://seoha-kim.github.io/sync-nerf

Introduction

Neural radiance fields (NeRF, Mildenhall et al. 2021) aim
to synthesize novel views of a scene when given its limited
number of views. As NeRF is a function that receives 3D
coordinates with viewing directions and produces color and
density, adding time as input inherently generalizes it to de-
sign dynamic NeRFs for multi-view videos. Recent works
have improved efficiency (Li et al. 2022b; Fang et al. 2022;
Wang et al. 2022b,a; Fridovich-Keil et al. 2023) and stream-
ability (Li et al. 2022a; Song et al. 2023; Attal et al. 2023)
of dynamic NeRFs.

Our research is motivated by the inaccurate video syn-
chronization in a widely used multi-view dynamic dataset
(Li et al. 2022b). Although typical synchronization ap-
proaches, such as timecode systems or audio peaks, usually
work, these processes require an additional device, cannot
be applied in noisy environments, or can be inaccurate (Li
et al. 2022b). For example, Figure 1a shows that the right-
most video is severely ahead of others in the temporal axis.
While previous dynamic NeRFs show high-fidelity recon-
struction by omitting the unsynchronized video, they fail to
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Figure 1: Overview. (a) The commonly used Plenoptic Video
Dataset in 4D scene reconstruction contains an unsynchro-
nized video. Image patches are all first frames. (b) If we in-
clude this view in the training set, baselines fail to recon-
struct the motion around the unsynchronized viewpoint. (c)
In the same settings, our method significantly outperforms.

reconstruct this video even in the training view if it is in-
cluded (Figure 1b). If we perturb the synchronization of the
multi-view videos on purpose, all methods fail to reconstruct
movements and produce severe artifacts and ghost effects.
The above drawbacks occur because existing dynamic
NeRFs assume that the same frames in multi-view videos
are captured at the same time (Figure 2a), which is not al-
ways true. Even if the videos are assumed to be synchro-
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Figure 2: Problem statement. (a) Ideally, all multi-view images at a frame captures the same moment of a scene. Each frame
is represented by a latent embedding. (b) Some frames are not synchronized. Previous methods suffer from the discrepancy
between the latent embedding of the frame and the actual status of the scene. (c) Our method allows assigning correct temporal
latent embeddings to videos captured with temporal gaps by introducing learnable time offsets  for individual cameras.

nized, there can be temporal mismatch within a frame. See
Appendix A.2 for details. Figure 2b illustrates the common
problem: using the same temporal representation for differ-
ent states of the scene. This problem worsens as the motions
in the scene are faster, or as the deviation of time increases.
In this paper, we introduce time offsets for individual videos
and optimize them jointly with NeRF. It resolves the tempo-
ral gap between the observation and the target state caused
by unsynchronization (Figure 2c). Consequently, all train-
ing videos can be accurately reconstructed as shown in (Fig-
ure 1c). As optimizing the time offsets is equivalent to syn-
chronizing the videos by shifting, we name our approach
Sync-NeRF. We further design a continuous function that
receives time and produces temporal representation to ap-
ply our method on dynamic NeRFs with discrete temporal
representation (Wang et al. 2022a). We inherit bilinear in-
terpolation for dynamic NeRFs with spatiotemporal planes
(Fridovich-Keil et al. 2023).

In order to show multiple advantages of Sync-NeRF, we
design new benchmark datasets by randomly unsynchroniz-
ing existing datasets and building unsynchronized synthetic
scenes with ground truth time offsets.

Related Work

Dynamic NeRFs have been evolving by introducing bet-
ter representation for specific purposes. D-NeRF or Human-
NeRF models deformation field to extend the static NeRF to
dynamic domain (Pumarola et al. 2020; Zhao et al. 2022).
DyNeRF achieves complex temporal representation by im-
plicitly assigning a latent vector to each frame (Li et al.
2022b). NeRFPIlayer or Mix Voxels improve the streamabil-
ity of dynamic scenes by utilizing grid-based NeRF (Li et al.
2022b; Wang et al. 2022a). K-Planes and HexPlane adopt
planar factorization for extending to arbitrary dimensions,
enabling the representation of dynamic scenes (Fridovich-
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Keil et al. 2023; Cao and Johnson 2023). These works as-
sume multiple synchronized video inputs but are limited to
accurately synchronized multi-view videos. We tackle this
limitation by introducing easily optimizable time offsets to
the existing methods. Also, our approach can be seamlessly
adapted to existing methods.

On the other hand, the methods for monocular video set-
tings are relatively free from the synchronization (Park et al.
2021b; Li et al. 2023). Hence, We do not consider a monoc-
ular video setting. Nevertheless, we note that they rely on
unnatural teleporting cameras (Gao et al. 2022).

Per-Frame Latent Embedding Some methods extend
NeRF with multiple latent embeddings to represent multi-
ple scenes or different states of a scene. NeRF-W (Martin-
Brualla et al. 2021) and Block-NeRF (Tancik et al. 2022)
use per-image appearance embeddings for different states
of a scene to reconstruct a scene from unstructured image
collections with appearance variations. In dynamic NeRFs,
D-NeRF represents dynamic scenes using per-frame defor-
mation embedding. Nerfies and HyperNeRF (Park et al.
2021a,b) apply both per-frame appearance embedding and
per-frame deformation embedding. However, per-frame la-
tent embedding approaches cannot represent a dynamic
scene from unsynchronized multi-view videos. This is be-
cause they share a single latent embedding for multi-view
images with the same frame index, even though these im-
ages are captured at different moments. Using our time off-
set method, existing dynamic NeRFs can represent dynamic
scenes successfully in unsynchronized settings.

Joint Camera Calibration NeRF——, BARF, and SCN-
eRF (Jeong et al. 2021; Lin et al. 2021; Jeong et al. 2021)
optimize camera parameters and NeRF parameters jointly
to eliminate the requirements of known camera parameters
in the static setting. RoDyNeRF (Liu et al. 2023) optimizes
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dynamic NeRF jointly with camera parameters to tackle
the failure of COLMAP in highly dynamic scenes. How-
ever, previous methods can not compensate for the inaccu-
rate synchronization across multi-view videos. Traditional
approaches for synchronization utilize timecode systems (Li
et al. 2022b) or audio peaks recorded simultaneously with
videos (Shrstha, Barbieri, and Weda 2007). Consequently,
these methods require additional devices, and they may not
produce accurate results or cannot be applied to videos with
significant noise. We overcome these limitations by jointly
training per-camera time offsets on top of the existing dy-
namic NeRFs.

Method

In this section, we first introduce per-camera time offsets,
which enable training dynamic NeRFs on the unsynchro-
nized multi-view videos. Subsequently, we describe an im-
plicit function-based approach for models with per-frame
temporal embeddings and an interpolation-based approach
for grid-based models.

Per-Camera Time Offset with Dynamic NeRF

NeRF learns to map a given 3D coordinates x € R3 and
viewing direction d € R3 to RGB color ¢ € R3 and volume
density o € R. To represent a dynamic scene with NeRF,
it is common to modify NeRF as a time-dependent function
by adding a time input ¢t € R:

f@ : (X7d7t) - (C,U), (1)

where © parameterizes F. Dynamic NeRFs typically em-
ploy the video frame index as ¢. Then the model is trained to
reconstruct multi-view videos by rendering each frame.

However when the multi-view videos are not synchro-
nized, a single frame index may capture different moments
of the scene across the different videos. As a result, the
ground truth RGB images captured from different view-
points at frame ¢ do not match each other, leading to sub-
optimal reconstruction of dynamic parts.

To this end, we introduce a learnable time offset §; for
each of the K training cameras: t;, = t + Jy. It allows the
temporal axis of each video to be freely translated, rectifying
potential temporal discrepancies across multi-view videos.
The time-dependent function Fg in Eq. 1 changes accord-

ingly:

Fo : (x,d,t) — (c,0). 2)

We design the time offsets to be continuous rather than
discrete frame indices. Further details are provided in the
following subsections. The time offsets are jointly optimized
with NeRF parameters by minimizing MSE between the
ground truth RGB pixel C and the volume-rendered RGB
pixel C:

Lras =Y HC(r,t + 6 — ck(r,t)H2,

2
k,r,t

3

where k,r,t are the camera index, center ray, and time of
each pixel in the training frames, respectively. To calculate
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Figure 3: Learning curve of time offsets. We show camera
offsets in coffee martini scene along the training it-
erations of Sync-Mix Voxels. Our method successfully finds
the offset of the outlier camera.
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Figure 4: Synchronization with time offsets. (a) For given
unsynchronized videos, (b) our method finds the time offsets
0 which are equivalent to (c) automatically synchronizing
the videos.

C, we use the same numerical quadrature that approximates
volume rendering integral as previous papers (Max 1995;
Mildenhall et al. 2021). The time offsets resolve the dis-
agreement across multi-view supervisions and significantly
improve the reconstruction quality, especially on the dy-
namic parts.

Figure 3 is an exemplar plot of the learned time offsets
over training iterations on coffee_martini. This scene
has an unsynchronized view as shown in Figure 1a. The time
offsets are initialized as zero and converge to the visually
correct offset. As the common scenes do not provide ground
truth offsets, we report errors on synthetic dynamic scenes
with the ground truth offsets in the following experiments.
We note that the optimization of time offsets does not require
additional loss functions or regularizers.

When we assess the reconstruction of the scene captured
from a test view, even the test view can be unsynchronized.
For rendering a video from a novel view, we can customize
the time offset di.s. Our method allows to optimize g With
the frozen trained model such that the potential time offset of
the test view can be resolved. To fully exploit the advantage
of our method, we optimize the time offset for the test view
when we report the test view performance.
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Figure 5: Continuous temporal embedding. (a) We present an implicit function-based approach for the methods utilizing per-
frame temporal embeddings. We add time offset d;, of camera k to time input ¢. 7y is the implicit function for mapping
calibrated time into temporal embedding z. (b) We query the embedding at the calibrated time ¢; on grid-based models. Bilinear
interpolation naturally allows continuous temporal embedding.

Implicit Function for Temporal Embedding

Various dynamic NeRFs (Park et al. 2021b; Li et al. 2022b;
Wang et al. 2022a) explicitly learn latent embeddings of in-
dividual frames to represent the temporal variations of dy-
namic scenes. These latent embeddings do not represent the
moments between frames nor are their interpolation is not
guaranteed to produce smooth dynamics. Furthermore, the
number of embeddings also increases as the video becomes
longer, requiring more memory usage.

Instead of optimizing hundreds of individual embedding
vectors for all frames, we train an implicit neural represen-
tation 7Ty that produces the temporal embedding z(¢) for an
arbitrary time input ¢ (Figure 5a). First, we encode a normal-
ized time input ¢ using a set of sinusoidal functions:

v(t,L) = [sin(2°7t), - - - ,sin(2" '), COS(QL_lTrt)]T .
“)

Similar to previous observations (Mildenhall et al. 2021;
Tancik et al. 2020), where inputs encoded with high-
frequency functions lead to a better fit for high-frequency
variations in data, this mapping assists 7y in capturing the
movement of the scene. Thus, Eq. 2 is modified as follows:

Fo : (x,d,z(t;)) — (c,0), where z(t) = Tg(’y(t,L))(,S)

where tj, is the time input shifted by the per-camera time
offset used in Eq. 2. To capture the rapid scene motion, we
set L = 10 in all experiments. We select MixVoxels as a
baseline for using per-frame temporal latents and compare it
with our Sync-Mix Voxels in Experiments Section.

Grid-Based Models with Time Offsets

Grid-based dynamic NeRFs (Fridovich-Keil et al. 2023;
Park et al. 2023; Attal et al. 2023) calculate latent vec-
tors from the feature grid to feed the latents to the time-
dependent function Fg. Specifically, for a given 4D coor-
dinates (x, t), the latent representation f(x, ¢) is obtained by
linearly interpolating feature vectors assigned to each vertex
of the grid to which the coordinates belong.

We use camera-specific time ¢j instead of the original
time ¢. In grid-based models, Eq. 2 is modified as follows:

Fo : (f(x,t;),d) = (c,0), where f(x,t) = Grid(x, 1),

(6)
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Figure 6: Snapshots of the Unsynchronized Dynamic
Blender Dataset. We show exemplar frames of a video from
our multi-view synthetic dataset.

and Grid(+) denotes the interpolation of grid vectors sur-
rounding given coordinates. Figure 5b illustrates how our
method modifies the sampling in the grid by ;. We select
K-Planes as a baseline for using grid-based representation
and compare it with our Sync-K-Planes.

Experiments

In this section, we validate the effectiveness of our method
using MixVoxels and K-Planes as baselines. We begin by de-
scribing the datasets and evaluation metrics. We then show
that our method significantly improves the baselines regard-
ing the shape of moving objects and overall reconstruc-
tion. Next, we validate the accuracy of the found time off-
sets. Finally, we demonstrate the robustness of our method
against different levels of unsynchronization including syn-
chronized settings.

Evaluation Settings

Unsynchronized Datasets. The Plenoptic Video Dataset
(Li et al. 2022b) contains six challenging real-world scenes
with varying degrees of dynamics. Its multi-view videos are
roughly synchronized except coffee_martini scene. In
order to simulate an in-the-wild unsynchronized capturing
environment, we modify this dataset to be unsynchronized
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Figure 7: Cropped renderings on Unsynchronized Plenoptic Video Dataset. While the baselines produce severe artifacts, em-

ploying our method on them resolves the problem.

by randomly translating along the temporal axis. The time
offsets are sampled from a normal distribution with zero
mean and a standard deviation of 5, and then rounded to be
integers. More details are in Appendix A.

Although the Plenoptic Video Dataset is synchronized,
we cannot prepare ground truth offsets because the synchro-
nization is not perfect. As a solution, we create an Unsyn-
chronized Dynamic Blender Dataset as the following pro-
cess. We start from free public Blender assets with motion,
namely box, fox, and deer. These assets are rendered on
similar camera setups. Subsequently, we translate the ren-
dered videos according to random time offsets drawn from
the aforementioned normal distribution. Then we have ac-
cess to the ground truth time offsets because these rendered
videos are perfectly synchronized. All videos are 10 seconds
long and captured in 14 fixed frontal-facing multi-view cam-
eras at a frame rate of 30 FPS following the Plenoptic Video
Dataset. Example frames are shown in Figure 6. The dataset
is publicly available.

Baselines. We employ MixVoxels and K-Planes as base-
lines and adopt our method upon them, namely, Sync-
MixVoxels and Sync-K-Planes. We select the baselines be-
cause they are the latest among the methods with per-frame
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temporal latent and grid-based temporal representation.

Evaluation Metrics. We evaluate the rendering quality
using the following quantitative metrics. To quantify the
pixel color error, we report PSNR (peak signal-to-noise ra-
tio) between rendered video and the ground truth. To con-
sider perceived similarity, we report SSIM (Wang et al.
2004). To measure higher-level perceptual similarity, we re-
port LPIPS (Zhang et al. 2018) using AlexNet and VGG.
Higher values for PSNR and SSIM, and lower values for
LPIPS indicate better visual quality. To measure the accu-
racy of the time offsets, the mean absolute error (MAE) be-
tween the found offsets and the ground truth offsets is mea-
sured in seconds.

Rendering Quality

We evaluate the effectiveness of our method over the base-
lines by observing rendering quality. We highly recommend
watching the result video on our project page.

Unsynchronized Plenoptic Video Dataset. Figure 7
compares ours with the baselines on the Unsynchronized
Plenoptic Video Dataset. All the baselines produce se-
vere artifacts in dynamic parts and perform even worse on
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Figure 8: Spatiotemporal Images. Each column in the image represents the rendered pixels on the fixed vertical line at a moment.
The fixed vertical line with 150 pixels is shown in the leftmost image patch. We render all frames in the video, producing 270-
pixel-wide spatiotemporal images. Our results are much clearer than the baseline.

metric

model PSNR SSIM LPIPS-A LPIPS-V
MixVoxels | 29.96 0.9059 0.1669  0.2648
Sync-MixVoxels | 30.53 0.9101 0.1570 0.2575
K-Planes-H | 29.16 0.9120 0.1278  0.2222
Sync-K-Planes-H | 30.44 0.9243 0.1064  0.1989
K-Planes-E | 28.51 0.9042 0.1484  0.2438
Sync-K-Planes-E | 29.97 0.9223 0.1144  0.2103

Table 1: Average performance in the test view on Unsyn-
chronized Plenoptic Video Dataset. Our method improves
all the baselines, even achieving performance similar to syn-
chronized setting in Table 6. H stands for hybrid and E
stands for explicit.

scenes with larger motion. Opposed to the reported perfor-
mance of K-Planes outperforming MixVoxels on synchro-
nized dataset, K-Planes suffers more on dynamic parts in
unsynchronized setting: the hand and the torch are rendered
in multiple places in K-Planes. Refer to per-scene results in
Appendix F.1.

However, our method successfully corrects artifacts in
both baselines. Additionally, in Figure 8, we visually
demonstrate the comparison of spatio-temporal images on
dynamic regions. Each column in an image represents the
rendered rays on the fixed vertical line at a time. Horizon-
tally concatenating columns of all frames from the test view
constructs a spatio-temporal image as a whole. Our method
exhibits significantly clearer spatio-temporal images com-
pared to the baseline (Figure 8b-c).

Table 1 reports quantitative metrics on the fest views of
the unsynchronized Plenoptic Video Dataset. We report the
average across all scenes and refer per-scene performance to
the Appendix F.1. The above values are the result after opti-
mizing the time offset in the test view. The previous results
are reported in Appendix B.

Table 2 reports the same metrics on the training views.
The baselines struggle to reconstruct even the training views.
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metric

model PSNR SSIM LPIPS-A LPIPS-V
MixVoxels | 31.13 09115 0.1565  0.2565
Sync-MixVoxels | 31.87 0.9162 0.1457 0.2495
K-Planes-H | 29.25 0.9013 0.1548  0.2477
Sync-K-Planes-H | 30.59 0.9221 0.1118  0.2042
K-Planes-E | 29.64 0.9095 0.1461 0.2386
Sync-K-Planes-E | 30.79 0.9238 0.1147  0.2050

Table 2: Average performance over all training views on
Unsynchronized Plenoptic Video Dataset. Our method im-
proves all the baselines.

On the other hand, adopting our method on the baselines
fixes the problem.

Unsynchronized Dynamic Blender Dataset. Figure 9
compares the baselines and our approaches on fox scene
from Unsynchronized Dynamic Blender Dataset. While
MixVoxels and K-Planes struggle on the motion and object
boundaries, our Sync-MixVoxels and Sync-K-Planes shows
the clearer face of the fox.

Table 3 reports quantitative metrics on the fest views of
the Unsynchronized Dynamic Blender Dataset. We report
the average across all scenes and refer to per-scene perfor-
mance in Appendix F.2. Our method improves the baselines
in all cases.

Time Offset Accuracy

We demonstrate that the time offsets found by our method
are highly accurate. Table 4 reports the mean absolute error
(MAE) between the optimized time offsets and the ground
truth offsets on the Unsynchronized Dynamic Blender
Dataset. The average error is approximately 0.01 seconds,
which corresponds to less than one-third of a frame.
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Figure 9: Qualitative results on Unsynchronized Dynamic Blender Dataset. Visual comparison of MixVoxels, K-Planes hybrid,

K-Planes explicit and our method on them with fox scene.

metric

model PSNR SSIM LPIPS-A LPIPS-V
MixVoxels | 31.06 0.9753  0.0237 0.0339
Sync-MixVoxels | 37.11 0.9841 0.0120  0.0226
K-Planes-H | 32.66 0.9771 0.0175  0.0244
Sync-K-Planes-H | 39.40 0.9863 0.0066  0.0131
K-Planes-E | 32.15 0.9751 0.0246  0.0335
Sync-K-Planes-E | 39.35 0.9865 0.0072  0.0140

Table 3: Average performance in the fest view on Unsyn-
chronized Dynamic Blender Dataset. Our method improves
all the baselines.

MAE (seconds)
Sync-Mix Voxels 0.0154
Sync-K-Planes-H 0.0156
Sync-K-Planes-E 0.0229

Table 4: MAE between predicted offset and ground truth on
Unsynchronized Dynamic Blender Dataset. Our method ac-
curately finds time offsets achieving MAE of approximately
0.01 seconds.

Versatility to Various Scenarios

Various Unsynchronization Lengths. We evaluate the
performance of all methods under different lengths of un-
synchronization, namely 1.5x and 2x long offsets. Table
5 shows that our method consistently improves the perfor-
mance of the baselines. We note that the unsynchronization
deteriorates K-Planes more than MixVoxels even though
K-Planes outperform MixVoxels on synchronized datasets.
Nevertheless, our method successfully reflects their ranking
in synchronized setting to unsynchronized setting.

Synchronization Setting. We verify that our method im-
proves the baselines even on synchronized settings (Table
6). Although the gaps between the baselines and ours are
smaller than unsynchronized setting, this improvement im-
plies that the dataset assumed to be synchronized is not per-
fectly synchronized and even tiny offsets less than a frame
are correctly found by our method.

Conclusion

Our work is the first attempt to train dynamic NeRFs on
unsynchronized multi-view videos. We have shown that the
existing dynamic NeRFs deteriorate when the videos are not
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1.5x 2.0x
scene | cook fox cook fox
model spinach spinach
MixVoxels | 30.21 31.10 | 30.48 29.81
Sync-MixVoxels | 31.44 36.15| 31.50 35.58
K-Planes-H | 29.93 31.85| 29.13 29.71
Sync-K-Planes-H | 31.71 40.31 | 31.85 40.36
K-Planes-E | 28.93 31.46| 28.46 29.10
Sync-K-Planes-E | 31.12 40.47 | 31.16 40.29

Table 5: Average PSNR in the fest view with varaious un-
synchonization lengths. Our method is robust to different
lengths of unsynchronization.

model metric | pSNR  SSIM ~ LPIPS-A  LPIPS-V
MixVoxels | 30.39 09100 0.1577 0.2586
Sync-MixVoxels | 30.41 0.9104 0.1559 0.2564
K-Planes-H | 30.40 0.9257 0.1044 0.1980
Sync-K-Planes-H | 30.56 0.9246 0.1059 0.1998
K-Planes-E | 30.04 0.9229 0.1131 0.2083
Sync-K-Planes-E | 30.14 0.9237 0.1121 0.2072

Table 6: Average performance in the test view on Synchro-
nized Plenoptic Video Dataset. Our method enhances per-
formance by resolving the small temporal gaps.

synchronized. As its reason lies in the previous method using
a single temporal latent embedding for a multi-view frame,
we introduce time offsets for individual views such that the
videos can be synchronized by the offsets. We jointly op-
timize the offsets along with NeRF, using a typical recon-
struction loss. Our method, Sync-NeREF, is versatile to vari-
ous types of existing dynamic NeRFs, including Mix Voxels,
K-Planes, and more. It consistently improves the reconstruc-
tion on both unsynchronized and synchronized settings.

Discussion Although our method drives dynamic NeRFs
closer to in-the-wild captures, we still lack the means to gen-
eralize to the causal handheld cameras. We suggest it as an
interesting future research topic. While our method does not
introduce additional computational complexity to grid-based
temporal embedding, implicit function-based temporal em-
beddings require an additional training time and memory for
training the function. Nevertheless, in the inference phase,
the temporal embeddings can be pre-computed for all frames
leading to negligible overhead.
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