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Abstract

Despite the recent remarkable achievement in gaze estima-
tion, efficient and accurate personalization of gaze estimation
without labels is a practical problem but rarely touched on in
the literature. To achieve efficient personalization, we take in-
spiration from the recent advances in Natural Language Pro-
cessing (NLP) by updating a negligible number of parame-
ters, “prompts”, at the test time. Specifically, the prompt is
additionally attached without perturbing original network and
can contain less than 1% of a ResNet-18’s parameters. Our
experiments show high efficiency of the prompt tuning ap-
proach. The proposed one can be 10 times faster in terms of
adaptation speed than the methods compared. However, it is
non-trivial to update the prompt for personalized gaze estima-
tion without labels. At the test time, it is essential to ensure
that the minimizing of particular unsupervised loss leads to
the goals of minimizing gaze estimation error. To address this
difficulty, we propose to meta-learn the prompt to ensure that
its updates align with the goal. Our experiments show that
the meta-learned prompt can be effectively adapted even with
a simple symmetry loss. In addition, we experiment on four
cross-dataset validations to show the remarkable advantages
of the proposed method.

1 Introduction

Gaze, which refers to the direction of an individual’s visual
focus, is a crucial indicator of human attention. Gaze esti-
mation is a rapidly evolving area of research, with the aim
of determining the direction of an individual’s gaze based on
the positioning and orientation of their eyes and head. Due
to its potential applications in diverse fields such as health-
care (Castner et al. 2020), gaming (Burova et al. 2020), and
human-computer interaction (Admoni and Scassellati 2017),
it has attracted significant attention.

Recent years have witnessed tremendous success of uti-
lizing deep learning in addressing the gaze estimation prob-
lem. However, most of deep learning based methods (Krafka
et al. 2016; Fischer, Chang, and Demiris 2018; Kellnhofer
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Figure 1: Illustration of performance comparison in terms
of gaze error and tunable parameters. Our method achieved
the lowest gaze error with negligible tunable parameters re-
quired for personalization. Gaze errors are calculated by av-
eraging four cross-dataset validations.

et al. 2019; Funes Mora, Monay, and Odobez 2014; Zhang
et al. 2020, 2017b) essentially learn a mapping on the train-
ing data in a supervised manner. Although achieving high
accuracy on the training dataset, these methods suffer from
performance degradation when tested in real-world scenar-
ios with distribution shift. In addition, collecting labeled
data in the real world is extremely difficult, making it chal-
lenging to fine-tune. These issues raise concerns about the
practical value of purely supervised methods. To address the
above concern, recent attempts have focused on gaze esti-
mation in the unsupervised domain adaptation (UDA) set-
ting (Kellnhofer et al. 2019; Wang et al. 2019; Liu et al.
2021b). However, these UDA methods assume the availabil-
ity of source data, which may not be available in real-world
applications due to privacy concerns. In the literature, only
few methods, such as (Wang et al. 2022) and (Bao et al.
2022), consider addressing UDA without source data.

In this paper, we study a new variant of UDA, i.e., test-
time personalization. With the widespread use of portable
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devices such as smartphones, laptops and tablets, personal-
ized experiences have become increasingly necessary. Per-
sonalizing gaze estimation based on the user’s unique char-
acteristics is essential for enhancing their experience. Unfor-
tunately, current personalized gaze estimation methods usu-
ally require either calibration (Krafka et al. 2016) or ground
truth gaze labels (Park et al. 2019; Liu et al. 2019; Chen and
Shi 2020; Yu, Liu, and Odobez 2019; Ghosh et al. 2022),
which may significantly limit their practical deployment.
One possible solution is to directly employ (Wang et al.
2022) and (Bao et al. 2022) for the adaptation on personal
data. However, applying these methods under test-time per-
sonalization settings is non-trivial. They require all parame-
ters to be trainable during the adaptation phase, which may
not be practical to be conducted on edge devices at the test
time due to computational constraints.

To this end, we propose a Test-time Personalized Gaze
estimation (TPGaze) method by considering both adapta-
tion efficiency and effectiveness. Specifically, we take in-
spiration from natural language processing research (Li and
Liang 2021; Liu et al. 2023b; Lester, Al-Rfou, and Constant
2021) and propose to update a small group of parameters
solely, namely the “prompt”, while freezing the backbone of
the network during personalization. The prompt is person-
specific and memory-saving, with a cost of less than 1% of
a ResNet-18 model. Ideally, it might be feasible to update
the prompt for performance improvements using unsuper-
vised gaze-relevant losses, such as the rotation consistency
loss (Bao et al. 2022). These loss functions are carefully yet
intuitively designed to be correlated to gaze.

The effectiveness of the losses is primarily demonstrated
through empirical studies, such as experimental results.
However, it is somewhat hard to guarantee that the gradi-
ents with respect to such losses align with the direction that
minimizes gaze estimation error for any particular person.
To bridge unsupervised losses and gaze error, we propose
a meta-learning-based approach that can explicitly associate
the two objectives. The goal of meta-learning here is to learn
an ideal initialization of the prompt across individuals so that
its updates towards lower unsupervised losses are equiva-
lent to updates towards lower gaze estimation error. We will
show that meta-learning is very effective even with a simple
left-right symmetry loss (Kellnhofer et al. 2019).

Our main contributions are summarized as follows: 1)
We propose an efficient method for test-time personalized
gaze estimation that achieves fast adaptation by leverag-
ing prompt. 2) Our proposed method employs meta-learning
to initialize the prompt, explicitly ensuring that test-time
prompt updates result in reduced gaze estimation error. 3)
Extensive experimental results demonstrate the effectiveness
of our method. To illustrate, Figure 1 presents a preview of
our superior performance.

2 Related Work
2.1 Appearance-based Gaze Estimation

Research on gaze-direction-from-eye-appearance has been
ongoing for over a century (Wollaston 1824). Early ap-
proaches (Wood and Bulling 2014; Reale, Hung, and Yin
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2010) mainly rely on constructing geometric eye models
from images. In the recent decade, deep learning on labeled
datasets (Zhang et al. 2017b; Krafka et al. 2016; Zhang et al.
2017a; Funes Mora, Monay, and Odobez 2014; Kellnhofer
et al. 2019; Zhang et al. 2020) has been a game changer
to the field, eliminating the need to explicitly construct eye
models. Deep neural network (DNN) models present a solid
ability to learn rich gaze-relevant features from supervised
learning, achieving breakthroughs in estimation accuracy
(Krafka et al. 2016; Cheng, Lu, and Zhang 2018; Park,
Spurr, and Hilliges 2018; Cheng et al. 2020b,a; Biswas et al.
2021; Lian et al. 2018, 2019a). Besides, GazeNeRF (Ruzzi
et al. 2023) propose a 3D-aware design by incorporating
neural radiance fields to synthesize more samples for effec-
tive supervised training.

Transfer learning techniques, such as domain adaptation,
have been adopted in recent gaze estimation approaches to
improve the performance of a DNN model across datasets.
Most follow the UDA setting (Kellnhofer et al. 2019; Wang
et al. 2019; Liu et al. 2021b; Bao et al. 2022; Guo et al.
2020), in which labeled source domain data and unlabeled
target domain data are accessible during adaptation. CRGA
(Wang et al. 2022), RUDA (Bao et al. 2022) and Un-
ReGA(Cai et al. 2023) perform source-free UDA without
the need of source domain data, though still requiring a large
amount of target domain data. Another setting is few-shot
personalization, which utilizes a few labeled data samples to
optimize the model performance for a specific person (Liu
et al. 2019; Yu, Liu, and Odobez 2019; Chen and Shi 2020;
Park et al. 2019). However, their experiments rely on gaze
labels from off-the-shelf datasets, neglecting the difficulty
to obtain such labels in practice. In this paper, we propose
to address a more challenging problem, i.e., unsupervised
personalization without source data.

2.2 Prompt Tuning for Computer Vision

Large foundation models have demonstrated exceptional ef-
fectiveness in natural language processing (NLP) and com-
puter vision tasks. To fast adapt large models to downstream
tasks, researchers have proposed continuous task- specific
vectors that are updated via gradient, a method known as
prompt tuning (Lester, Al-Rfou, and Constant 2021; Liu
et al. 2023b, 2021a). In prompt tuning, the backbone pa-
rameters are fixed and only prompts are updated. As a
parameter-efficient method, prompt tuning can achieve com-
parable results to full-parameter fine-tuning. In computer vi-
sion, prompting has initially been introduced to generalizing
language models to address the few-shot and zero-shot clas-
sification problems (Radford et al. 2021). Despite its effec-
tiveness, most works (Radford et al. 2021; Zhou et al. 2022;
Ju et al. 2022; Yao et al. 2021) use both vision and language
models and implement prompt by applying it only to the lan-
guage model. Recently, (Jia et al. 2022) initially attempted
to apply prompt tuning on pure vision models for few-shot
learning. In (Jia et al. 2022), the authors propose two vari-
ants of prompt, i.e., additional inputs of vision transformer
or tunable padding of convolutional layers. Following this
work, (Kim, Kim, and Ro 2022, 2023) propose to use the
prompting method in (Jia et al. 2022) for speaker-adaptive
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speech recognition. In this paper, we follow (Jia et al. 2022)
to apply tunable padding as prompt. In addition, we move
one step forward to learn a meta-initialized prompt for bet-
ter generalizing to a specific person’s data.

2.3 Meta-Learning

Meta-learning, also known as learning-to-learn, has been
widely applied in deep learning (Santoro et al. 2016; Snell,
Swersky, and Zemel 2017; Finn, Abbeel, and Levine 2017;
Zhong et al. 2022; Lian et al. 2019b). Meta-learning meth-
ods can be categorized as model-based (Santoro et al.
2016), metric-based (Snell, Swersky, and Zemel 2017) and
optimization-based (Finn, Abbeel, and Levine 2017). An ex-
ample is the model-agnostic meta-learning (MAML) (Finn,
Abbeel, and Levine 2017) method. It aims to jointly learn
a global optimal initialization of parameters and an up-
date rule of task-specific parameters. As a result, the meta-
learned model can generalize well to target tasks given a
small number of samples with few gradient updates. Con-
sidering its ability to enable few-shot learning, (Park et al.
2019) propose to use meta-learning for few-shot gaze es-
timation. It proposes to use meta-learning to learn how to
quickly adapt to unseen domains with few labeled data. Our
use of meta-learning is different than that in (Park et al.
2019). Instead, our meta-learning approach is closer to a
variant of MAML, i.e., meta-auxiliary learning (Liu, Davi-
son, and Johns 2019; Chi et al. 2021; Liu et al. 2022, 2023a).
It aims to address the primary task by solving an auxiliary
task.

3 Problem Definition

In this paper, we focus on a rarely touched problem, i.e.,
test-time personalized gaze estimation. In contrast to unsu-
pervised domain adaptation (UDA) for gaze estimation (Liu
et al. 2021b; Wang et al. 2022; Bao et al. 2022), which em-
phasizes the average performance across all persons in the
target domain, test-time personalization focuses on the per-
formance with respect to a particular person in the target
domain. To be specific, let S = {(z7,v))|z] € Is,y] €
yg}ﬁvjl denote the source dataset, where = and y; are re-
spectively the image and label from source image set Zg

and source label set Vs. Similarly, let A; = {z7 |z}’ €

Iy, }iliAf denote the personalization dataset of j-th person,
where x?j is the unlabeled image sampled from the target
image set of j-th person Zr;. Our goal is to update the model
fo learned on the source dataset S according to the personal-
ization dataset A;, so that the resulting personalized model
fo, can perform better on the test data of the j-th person.

4 Preliminary of Source-Free UDA

We begin with the formulation of source-free unsupervised
domain adaptation (UDA) before introducing our proposed
approach. UDA methods (Bao et al. 2022; Liu et al. 2021b)
consider a realistic problem that a model pre-trained on a
dataset should be generalized to unseen data with distribu-
tion shift due to variations in subject appearance, lighting
conditions, and image quality. We illustrate such variations
in Figure 2 with examples from four datasets.
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Figure 2: Illustration of the difference between four repre-
sentative datasets. They are different from each other in sub-
ject appearance, image quality and lighting conditions.

UDA methods usually start from supervised pre-training
on a source dataset S. In the pre-training of gaze estimation
on the source data, a typical practice (Bao et al. 2022; Liu
et al. 2021b) is to learn a mapping fy via a combination of
supervised and unsupervised losses:

0 = arg mgin(ﬁ1(f9(Is)7ys) + Lun(fo(Zs). Ls)), (1)

where £, is the supervised loss and £,,,, denotes the unsu-
pervised loss. This pre-training phase aims to learn a model
that can estimate gaze and accomplish unsupervised tasks,
such as maintaining rotation consistency (Bao et al. 2022).
At the adaptation stage, only images Zr of the target do-
main are available for adapting the gaze estimation model.
The domain adaptation of a typical UDA method, including
(Liu et al. 2021b; Bao et al. 2022), can be summarized as:

aj = argngnﬁun(fg(IT),IT). (2)

where the model parameters 6 are fine-tuned by minimizing
the unsupervised loss L, .

However, we argue that such a solution is not optimal in
the context of personalizing a gaze estimation model where
the target domain data from one person might be limited and
similar among samples. First, optimizing a large number of
parameters 6 on such a small amount of data with similar
patterns can easily lead to overfitting problem (Schneider
and Vlachos 2021). Second, fine-tuning the entire network
can be computationally costly, especially in scenarios with
limited computing resources, such as adaptation on personal
edge devices. In addition, although the unsupervised loss
(Lyrn) in domain adaptation has also been employed in the
pre-training phase (see Equation 1), there is no explicit con-
straint ensuring that minimizing £, is equivalent to mini-
mizing L. This can pose a risk of unsuccessful adaptation
unless L, is very carefully designed (Bao et al. 2022; Liu
et al. 2021b).

S Methodology
5.1 Prompting for Test-time Personalization

Unlike common machine learning approaches that learn a
generic model for a broad user base, personalization ac-
knowledges individual user characteristics, delivering a ded-
icated model for each. Test-time adaptation (Sun et al. 2020)
is an potential way to enable personalization during testing
with limited users’ data. However, achieving test-time per-
sonalization without calibration or labels is still challenging.
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Figure 3: Illustration of replacing padding by prompt.
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Figure 4: An overview of the proposed test-time personal-
ization on j-th subject. In personalization, all the parameters
are fixed except for the prompt.

Prompting for Personalized Gaze Estimation Inspired
by the recent advances in NLP (Li and Liang 2021; Liu et al.
2023b; Lester, Al-Rfou, and Constant 2021), we incorporate
the essence of the prompt tuning method into gaze estima-
tion for efficient personalization. The key idea of prompting
is to modify the inputs rather than network parameters (Li
and Liang 2021). Following (Jia et al. 2022; Kim, Kim, and
Ro 2022), we propose to transform the padding, an input to
convolutional layers, to be our prompt. In convolutional lay-
ers, padding is usually employed to maintain or control the
size of the output feature maps, such as zero padding and
reflect padding. In these paddings, a predetermined number
of zeros or reflections of the inputs are attached to the bor-
der of inputs before convolution operation. As shown in Fig-
ure 3, the padded region is then convolved with the kernel
to produce the output feature map. In this way, a change in
padding can impact the resulting feature embedding. There-
fore, a natural idea is that we can modify the padding adap-
tively, guiding a network to produce desired feature embed-
ding with respect to any specific person.

To instantiate this, we replace conventional padding with
tunable parameters and update them during the personaliza-
tion phase. By making the padding parameters trainable, we
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Algorithm 1: Training of Meta Prompt

Require: Pre-trained network: fy
Require: Prompt: p

Require: learning rate A\; and )\,
Output : meta-initialized prompt p

Initialize: Initialize the prompt p in fy by Gaussian
noise and allow it to be trainable.

while not converge do

Sample a mini-batch of training data in {Zg, Vs };

for each x; do

Compute updated prompt p:
L P =p=MVpLyer(fio.p)(27), 27)

Update:
p < p—MVpLli(flop(25),97)

enable the network to learn the most appropriate padding
strategy for a given subject. This, in essence, enables the
network to be personalized.

It is worth mentioning that the number of parameters in
prompt is far less than that in an entire network. For exam-
ple, in ResNet-18, the prompt can contain less than 1% of
the model parameters. The lightweight nature of the prompt
makes it exceptionally suitable for test-time personalization.
This can address the concerns raised in Section 4 about the
overfitting problem and limited computational resources on
edge devices.

Test-time Adaptive Gaze Estimation Given a model fy
pre-trained on source data using Equation 1, we modify the
model by incorporating a prompt (denoted as p), resulting in
a new model f{97p}. At the test time, as discussed above, we
update the prompt p instead of the entire set of model param-
eters practiced in existing methods (Liu et al. 2021b; Bao
et al. 2022). We formalize the test-time training by rewriting
the optimization problem in Equation 2 as follows:

pj = argmin Lper(f1o.p1(Aj)s Aj). 3)

where p; denotes the prompt corresponding to j-th person.
Lper is an unsupervised loss used in both pre-training and
personalization.

For the choice of £, we want it to be gaze-relevant and
computationally efficient. One option is the rotation consis-
tency loss proposed in (Bao et al. 2022). Despite its effec-
tiveness, the calculation of this loss demands multiple ro-
tated versions of the original image as input to the network,
resulting in great time cost in model adaptation. For ease
of implementation and fast calculation, we adopt the left-
right symmetry loss cited in (Kellnhofer et al. 2019). During
the test time, it can be applied by the pre-trained model to
regularize the gaze estimates for the specific individual be-
ing tracked. For a detailed description of the symmetry loss,
please refer to the appendix. An overview of our test-time
personalization is depicted in Figure 4.
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5.2 Meta Prompt

As mentioned in Section 4, it is questionable that minimiz-
ing unsupervised losses L., can naturally lead to a smaller
gaze error, which is the ultimate goal. In this section, we
present how meta-learning can align these two objectives.
The recent method described in (Park et al. 2019) leverages
meta-learning to enable rapid adaptation of gaze estimation
model provided labels from the target domain. In this work,
we explore the feasibility of constructing a “meta prompt”
that can rapidly adapt to individual characteristics without
the need for gaze labels. Inspired by the recent attempts
in meta-learning (Chi et al. 2021; Liu, Davison, and Johns
2019; Liu et al. 2022) for image deblurring and classifica-
tion, where the adaptation is performed via an auxiliary loss,
we are further motivated to meta-initialize the prompt before
tuning. The goal of the meta-training is to learn the prompt
so that the gaze error is spontaneously minimized by opti-
mizing the prompt based on the symmetry loss.

Given a pre-trained model fy, we randomly initialize
the prompt p and obtain the model fy4,,; with the tunable
prompt equipped. Note that the meta-training of prompt is
conducted only on the source dataset S. Next, we sample a
mini-batch of NV paired data {z?, y? }f\il and proceed to up-
date the prompt for each sample using the personalization
loss, as follows:

p=p-— )\lvpﬂper(f{ﬂ,p} (.%‘:),.%‘:)7 4)
where \; is the learning rate. Intuitively, this update allows
the prompt to guide the network in generating features that
reduce the left-right symmetry loss.

Recall that, our primary objective is to minimize the gaze
error through updates to the prompt p. Accordingly, we aim
to maximize the performance of the network by minimizing
Lyer. We formally define our meta-objective as follows:

argrr;)in Li(fro.py(x7),y5)- 5
Note that the supervised loss is computed based on the
network’s result fig 51 (f), which is based on the updated
prompt p. However, the actual optimization is carried out on
the prompt p. The meta-objective can be implemented by the
following gradient descent:
p < p— 22VpLi(fro5)(27),97), (6)
A2 being the learning rate.

As a summary, the above meta-training is designed to
learn a general initialization of the prompt p that can be
applied across individuals. Notably, since the subject being
tested is unknown during the meta-learning phase, it is im-
possible to learn a personalized meta prompt p;. The overall
meta-learning procedure is summarized in Algorithm 1.

6 Experiments
6.1 Dataset

We employ four gaze estimation datasets as four different
domains, namely ETH-XGaze (Dg) (Zhang et al. 2020),
Gaze360 (D¢) (Kellnhofer et al. 2019), MPIIGaze (Dyy)
(Zhang et al. 2017b), and EyeDiap (Dp) (Funes Mora,
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Monay, and Odobez 2014). For preprocessing, we use the
code provided in (Cheng et al. 2021). Dg and D¢ are used
as source domains whereas D), and Dp are used as target
domains, in alignment with RUDA (Bao et al. 2022) and
PnP-GA (Liu et al. 2021b). Due to the page limit, please re-
fer to supplementary material for the details of the datasets.

6.2 Implementation Details

Our method is implemented using PyTorch library (Paszke
et al. 2019) and conducted on NVIDIA Tesla V100 GPUs.
We use Adam (Kingma and Ba 2014) as our optimizer with
B = (0.5,0.95). The training images are all cropped to a
size of 224 x 224 without data augmentation.

Pre-training stage. During network pre-training, we use L1
loss and symmetry loss to train the network fy with a mini-
batch size of 120. The initial learning rate is set to 10~%. We
train for 50 epochs with the learning rate multiplied by 0.1
at Epoch 25.

Meta-training stage. During the meta-training stage for
prompt initialization, the network is initialized with weights
obtained from the pre-training stage. Prompts are initialized
randomly using a Gaussian distribution with mean 0 and
variance 1. Note that if not explicitly specified, we replace
the padding of the first nine convolutional layers in ResNet-
18 (He et al. 2016). All other parameters are kept frozen.
We use a mini-batch size of 20. The learning rates, i.e., A\
and A, in Algorithm 1, are set to 10~%. The meta-training
process continues for 1000 iterations.

Personalization stage. To perform personalization for solv-
ing Equation 3, we use only 5 images per person. To ensure
the reproducibility of results, we do not perform random
sampling but use the first 5 images of each person. During
personalization, only the prompt is optimized, and all other
parameters are fixed. The learning rate is set to 0.01.

6.3 Comparison with the SOTA

To demonstrate the effectiveness and efficiency of our pro-
posed method, we conduct a comparative study with sev-
eral UDA methods for gaze estimation across four cross-
domain tasks: D — Dy, Dg — Dp, Dg — Dy,
and Dg — Dp. We select five representative methods, in-
cluding source-available UDA (SA-UDA) and source-free
UDA (SF-UDA) methods. Specifically, we compare our
method with three SA-UDA methods, i.e., DAGEN (Guo
et al. 2020), GazeAdv (Wang et al. 2019) and Gaze360
(Kellnhofer et al. 2019). For SF-UDA methods, we select
PnP-GA (Liu et al. 2021b) and RUDA (Bao et al. 2022)
for comparison. As SF-UDA methods can be easily adapted
to our setting, we re-implemented these methods under our
setting. For the re-implementations, we rely on their official
code provided by the authors. For a fair comparison, the per-
sonalization of PnP-GA (Liu et al. 2021b) and RUDA (Bao
et al. 2022) uses 10 images per person as the two methods
are not specifically designed for personalization. ResNet-18
is used as the backbone for all methods.

Effectiveness of OQur Method We present a comparison
between the aforementioned methods in terms of gaze error
in Table 1. We begin by comparing our method (TPGaze)
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with a baseline based on supervised learning on the source
dataset with L1 loss. Apparently, our method significantly
outperforms the baseline in the cross-domain scenario.

Next, we compare our method with the SA-UDA ap-
proaches. All three SA-UDA approaches require labeled
source data during the adaptation stage. Intuitively, these ap-
proaches can potentially achieve better performance due to
the availability of source data. However, our method, which
uses 5 personal images for adaptation only, significantly out-
performs these SA-UDA methods by a large margin.

Finally, we compare with two SF-UDA methods. As pre-
viously noted, we re-implement these methods under our
personalization setting. The last three rows of Table 1 clearly
demonstrate that our method surpasses both PnP-GA and
RUDA, even when those two methods are trained with 10
personal samples and employ unsupervised losses that are
more complex than the symmetry loss we used. There can be
two reasons: 1) Both PnP-GA and RUDA require all param-
eters to be tunable during the personalization stage. How-
ever, due to the limited amount of test domain data, this may
potentially result in overfitting. In contrast, our method only
allows a very small group of parameters to be tunable, miti-
gating the risk to overfit. 2) PnP-GA and RUDA assume that
minimizing the outlier-guided loss or rotation consistency
loss can be beneficial in reducing gaze error unconditionally.
In comparison, our method proposes to use meta-learning to
align the unsupervised loss with gaze error.

Efficiency of Our Method As stated in Section 5.1, effi-
cient adaptation is a key advantage of our method. To prove
this, we exhibit the number of tunable parameters for each
method in the second column of Table 2. Our method re-
quires only 0.125M parameters to be trainable during per-
sonalization, while RUDA requires at least 100 times more
parameters to be updated. Additionally, special attention
should be paid to PnP-GA, which relies on an ensemble
of 10 networks and requires 116.9M parameters to be op-
timized for adaptation. This is 1000 times larger than our
method. The excessive number of tunable parameters in the
compared methods can potentially hinder their deployment
on edge devices for online adaptation, while our method can
be easily deployed on edge devices due to the fewer param-
eters requiring training.

Regarding the time cost of adaptation, although back-
propagation is required throughout the entire model in our
method, it is important to note that during the parameter
update process, only 1% of a ResNet-18’s parameters are
updated. This selective parameter update can save time dur-
ing adaptation. Besides, the symmetry loss used in our work
can be fast calculated, unlike the one in RUDA that requires
many times of image rotation. Here, we report the time cost
of adaptation (duration/iteration) including loss calculation
or not. By comparing the time solely for model updates
(without loss calculation), we are 3 times faster than RUDA.
And on the total time cost for adaptation (with loss calcu-
lation), we achieve a speed 10 times faster than RUDA, let
alone the slower PnP-GA. The results further demonstrate
the importance of prompt tuning and our loss selection.
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| Method |Dr — D |DPe — Dp |Dg — D | De — Do |

| Baseline | 802 | 730 | 779 | 819 |
DAGEN 7.53 8.46 9.31 12.05
GazeAdv 8.48 7.70 9.15 11.15
Gaze360 7.86 9.64 7.71 9.54
PnP-GA* 6.91 7.18 7.36 8.17
RUDA* 6.86 6.84 6.96 532
TPGaze 6.30 5.89 6.62 5.04

Table 1: Comparison with the state-of-the-art methods in
terms of gaze error in degree, including source available
UDA methods (middle rows) and our re-implementation (*)
of source-free UDA methods under our personalization set-
ting (bottom rows). The best results are in bold and the sec-
ond best results are with underline.

| Method | Tunable Params | Time w/ Loss | Time w/o Loss |

PNP-GA 116.9M 0.390s 0.359s
RUDA 12.20M 0.287s 0.089s
TPGaze 0.125M 0.029s 0.028s

Table 2: Comparison in terms of adaptation efficiency (dura-
tion/iteration). Tunable parameters is the quantity of param-
eters that are updated during adaptation.“Time w/ Loss™ and
“Time w/o Loss” respectively denote the time consumption
in adaptation with or without loss calculation.

6.4 Ablation Study

We here conduct ablation studies to reveal the influence of
the key components in our method. They are presented as
follows: (a) Baseline: using ResNet-18 without personaliza-
tion. (b) Update All: updating all parameters of the network
(meta-learned) for personalization instead of prompt tuning.
(c) No Meta: using L, for personalization with randomly
initialized prompts instead of meta prompts. (d) TPGaze:
our proposed method.

The quantitative results of the ablation studies are shown
in Table 3, demonstrating that our method with all com-
ponents works the best. There are some other observations
worth mentioning too. First, by comparing TPGaze with
Update All, we find that prompt tuning is surprisingly better
than tuning all parameters. This substantiates the effective-
ness of introducing prompt for personalization. Second, by
comparing TPGaze with No Meta, we validate the impor-
tance of using meta-learning for initializing prompts. With-
out meta-initialization, the performance of personalization
drops. This highlights the significance of meta-learning in
aligning the unsupervised loss with gaze error, leading to a
more stable personalization process.

6.5 Additional Analysis

Influence of Prompt Size To study the influence of al-
tering the number of layers with tunable prompt, we here
conduct an additional analysis. The experimental results are
shown in Table 4. We gradually increase the number from 0
(no prompt) to 17 (all convolutional layers). As the prompt
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‘ Method ‘DE%DM‘DE%'DD‘DG—>DM"DG—>'DD‘

Baseline 8.02 7.30 7.79 8.19
Update All 6.47 6.10 6.71 5.58
No Meta 6.59 6.18 6.68 5.76
TPGaze 6.30 5.89 6.62 5.04

Table 3: Ablation study of two components in our proposed
method. Ours full solution (TPGaze) performs the best.

‘# COIIV"DE — 'DM"DE — DD"DG — 'DA{"DG — 'DD‘# Param\

0 8.02 7.30 7.79 8.19 0
1 6.48 6.48 6.91 503 | 8.17K
5 6.38 6.29 6.67 502 | 66.5K
9 6.30 5.89 6.62 504 | 125.7K
13 6.05 5.63 6.96 545 | 186.8K
17 12.45 14.23 22.67 2734 | 251.1K

Table 4: Influence of adding prompt to the different number
of convolutional layers. “# Param” is the total number of
parameters in the prompt.

‘#Samp‘DE — 'DM‘DE — DD"DG — 'DM‘DG — DD‘AVg‘

1 6.51 6.00 6.54 5.21 6.06
5 6.30 5.89 6.62 5.04 5.96
10 6.18 551 6.67 503|585
15 6.14 5.26 6.54 5.02 5.74

Table 5: The influence of using difference size of samples for
personalization. We observe that in general more samples
usually result in lower gaze error.

size increases, the average gaze error first decreases until the
9-th layer. Notably, the gaze errors when adding prompt to
9 layers and 13 layers are comparable, while the number of
tunable parameters required for 13 layers is 48.9% higher
than that of 9 layers. To maximize the benefits of accurate
and efficient inference, we suggest incorporating prompts
into 9 convolutional layers.

It is worth noting that when we add prompt to all the lay-
ers (17 convolutional layers), the performance decreases sig-
nificantly. This could be attributed to the fact that the deep-
est prompt, located on the 17-th layer, can directly affect
the output of the backbone. Since we do not update the fi-
nal linear layer during personalization, the layer maintains
the original mapping from the original backbone’s outputs
to the gaze direction. Thus, any major changes to the output
features of the backbone may result in a defective mapping
of the linear layer, leading to a catastrophic decrease in per-
formance. This highlights the need for careful consideration
when tuning prompts with respect to deeper layers.

Influence of Data Size As noted in Section 6.2, we only
adopt 5 samples for the personalization. Here, we reveal the
influence of using a different number of unlabeled samples
for personalization. The results are presented in Table 5.
Specifically, when we vary the number of samples from 1
to 15, we can observe that as the numberincreases, the gaze
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Figure 6: Breakdown of personalization results from D¢ to
Dp.

errors tend to decrease, fitting our intuition that more unla-
beled samples can potentially help improve the accuracy of
the personalized gaze estimation model.

Visualization of Adaption Results To visualize the per-
sonalization results, we show the distribution of gaze esti-
mation results before and after adaptation in Figure 5. It can
be observed that the distribution of our approach (after adap-
tation) is considerably closer to the distribution of ground-
truth labels, indicating a better adaptation performance.

Breakdown of the Personalization Results Due to the
page limit, we primarily present the average gaze error
across all individuals in a specific dataset. To provide further
insight into our personalization results, we present a break-
down of the personalization results from D¢ to Dp in Figure
6. It can be observed that our method can consistently out-
perform the baseline, as indicated by the lower gaze error.

7 Conclusion

In this paper, we present an efficient and accurate method to
personalize gaze estimation at test time, without relying on
labeled data. To achieve efficient personalization, we em-
ploy prompt tuning techniques. Moreover, we ensure that
minimizing unsupervised loss aligns with minimizing gaze
error through meta prompt. Our results show significant im-
provements against the state-of-the-art methods in terms of
adaptation speed and accuracy. Besides, extensive additional
analysis further demonstrates the strong performance and
desirable properties of our proposed approach.
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