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Abstract

Embedding Human and Articulated Object Interaction
(HAOI) in 3D is an important direction for a deeper hu-
man activity understanding. Different from previous works
that use parametric and CAD models to represent humans
and objects, in this work, we propose a novel 3D geomet-
ric primitive-based language to encode both humans and ob-
jects. Given our new paradigm, humans and objects are all
compositions of primitives instead of heterogeneous entities.
Thus, mutual information learning may be achieved between
the limited 3D data of humans and different object categories.
Moreover, considering the simplicity of the expression and
the richness of the information it contains, we choose the su-
perquadric as the primitive representation. To explore an ef-
fective embedding of HAOI for the machine, we build a new
benchmark on 3D HAOI consisting of primitives together
with their images and propose a task requiring machines to
recover 3D HAOI using primitives from images. Moreover,
we propose a baseline of single-view 3D reconstruction on
HAOI We believe this primitive-based 3D HAOI representa-
tion would pave the way for 3D HAOI studies. Our code and
data are available at https://mvig-rhos.com/p3haoi.

1 Introduction

Human and Object Interaction (HOI) has attracted attention.
Thanks to the progress in deep learning and the emergence
of large-scale datasets, achievements have been reached in
HOI in 2D space. However, the 3D field has received little
focus due to the scarcity of 3D HOI data. Recently, signifi-
cant progress has been made in 3D human and object recon-
struction respectively. This inspires us that it is time to bring
HOI into 3D which would advance various areas like virtual
reality and robotics.

Howeyver, there are limited datasets that describe HOI with
3D ground truth (GT) (Xu et al. 2021; Bhatnagar et al. 2022;
Huang et al. 2022). BEHAVE (Bhatnagar et al. 2022) and
InterCap (Huang et al. 2022) focus on whole-body humans
interacting with rigid objects. They contain RGBD video
frames, pseudo GT 3D human and object CAD models, as
well as contact labels. But in the real world, the articu-
lated objects also play an essential role. Although D3D-HOI
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(Xu et al. 2021) contains articulated objects, they only use
simplified CAD models from SAPIEN (Xiang et al. 2020),
which limits its applications. In detail, they have several dis-
advantages: (1) In terms of objects, scanning or building
all object CAD models is unscalable because different cate-
gories have different mesh topologies and different instances
of the same category have different part ratio scales. As a re-
sult, they can only select CAD models that look like the ob-
jects in the images to be pseudo GT. (2) In terms of humans,
the flexibility of parametric models like SMPL is what can-
not be ignored when it comes to unseen human body parts in
images. When only some part of the body is essential, learn-
ing the other body part parameters is redundant. (3) From
the view of HOI, representing humans and objects with het-
erogeneous models like SMPL and CAD models making it
hard to generalize to new HAOISs.

In light of these problems, we propose a new 3D
primitive-based “language” to represent interacted 3D hu-
mans and articulated objects. We argue that, in 3D HAOI
understanding, geometric structure of the object is closer to
the essence than semantic categories. For example, while a
refrigerator and a closet belong to different categories, their
interactions could be similar. However, even within the same
category, interactions can differ significantly, as seen with
closets having doors with revolute or prismatic joints. Be-
sides, more categories can be easily covered when creating
new objects via assembly primitives. Based on these obser-
vations, we choose to represent all objects in primitives. Our
primitive-based language is a useful complement to previ-
ous representations like CAD models. In fact, CAD models
are precise representations but in some cases, they contain
too many details. When the overall object structure is the
focus, these details are not only expensive but also general-
ize poorly. If we use primitives to represent humans, we can
easily choose and model the interested or seen body parts.
Then we choose the representation based on two principles.
One is it must be sufficiently expressive, and the other is
it can be represented in compact low-dimensional repre-
sentations. The two principles lead us to the representation
called superquadric. Superquadric is a powerful primitive
that can represent multiple atomic shapes in a single contin-
uous parameter space.

Given our primitive language, a new 3D HOI dataset
called P3HAOI (Primitive-based 3D Human-Articulated
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Figure 1: We propose a new dataset: P3HAOI, which con-
tains RGB images and the corresponding 3D GT shape of
the humans and the objects. All the shapes are represented
in primitives.

Object Interaction) is built (examples in Fig. 1). It contains
RGB images and the corresponding primitive-composed
pseudo GT 3D humans and objects. We choose 18 kinds
of articulated objects, and each category contains 1,305 in-
stances on average. Aside from this new dataset, we pro-
pose a new task: given a single RGB image, jointly recon-
struct the human and the object in the image using 3D su-
perquadric primitives, and provide some baseline solutions.
We treat the human and the object with the same simple
presentation and use the same deformation principle, mak-
ing the 3D HAOI reconstruction solution elegant. In exper-
iments, our method achieves decent recovery performance.
However, our new task remains challenging. Our primitive
language would pave a new way for 3D scene understand-
ing and inspire future work.

Overall, our contributions are: (1) We propose a 3D su-
perquadric primitive language to represent 3D HAOI, as a
vital step to enable unified 3D scene programming. (2) We
build a new dataset containing 23,494 RGB images with
both common 3D models and primitive-based models; (3)
Accordingly, we propose a new task requiring machines to
recover 3D interactive humans and articulated objects with
primitives and give basic methods as the future baselines.

2 Related Work

Single-view 3D Reconstruction. There are two main
streams. One is to reconstruct using a whole model, the other
is to use a primitive-composed model. As for the former, one
common method is to fit the input or regress the parame-
ters of a 3D deformable template model (Zuffi, Kanazawa,
and Black 2018; Zuffi et al. 2019; Rueegg et al. 2022; Li
et al. 2020; Dwivedi et al. 2022; Zhang et al. 2021b, 2023),
which is usually category-specific. The other is to encode
the model into a latent manifold and then decode the latent
code into the model (Park et al. 2019; Sitzmann, Zollhofer,
and Wetzstein 2020; Wu et al. 2017, 2023; Huang et al.
2023). Both lack flexibility and are not suitable for manipu-
lation. Considering these problems, primitive-based models
are proposed (Yao et al. 2021; Kluger et al. 2021; Yavar-
tanoo et al. 2021; Paschalidou et al. 2021; Han et al. 2021,
He et al. 2021; Yao et al. 2022, 2023b,a). Most use rendered
3D models as input (Yao et al. 2021; Yavartanoo et al. 2021;
Paschalidou et al. 2021; Han et al. 2021), but few use realis-
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tic photos (Kluger et al. 2021; He et al. 2021; Yao et al. 2022,
2023b,a), among which (Yao et al. 2022, 2023b,a) are most
similar to ours. However, they only focus on one animal in
one image case, and the input images need to be carefully
curated or pre-processed. Skeletons are also needed, making
the pre-processing more complex.

3D Human-Object Interaction (HOI). Over the years,
2D HOI understanding has great progress (Zhang et al.
2021a; Wu et al. 2022; Liu et al. 2022b; Li et al. 2019b).
However, less attention has been paid to 3D HOI, especially
to whole-body 3D HOI as lacking of 3D data. The early
method like (Zhang et al. 2020) detects humans and ob-
jects separately and fits single-view images using SMPL and
CAD models, but the spatial arrangement of the human and
the object is often incorrect due to the lack of in-the-wild 3D
GT during training. To pave the way from 2D to 3D, Bhatna-
gar et. al. (Bhatnagar et al. 2022) and Huang et. al. (Huang
et al. 2022) create new datasets containing RGBD videos
and pseudo GT 3D human and rigid object models. With
the help of BEHAVE, (Xie, Bhatnagar, and Pons-Moll 2022;
Wang et al. 2022; Xie, Bhatnagar, and Pons-Moll 2023) get
better performance on single-view HOI 3D reconstruction.
However, there is still an ignored gap from 2D to 3D, that is
humans interacting with articulated objects. To fill the gap,
(Xu et al. 2021) creates a 3D HOI dataset, D3D-HOI, fo-
cusing on articulated objects and gives a method for recon-
structing human and articulated objects from videos. All of
these datasets use SMPL and CAD models to represent hu-
mans and objects, leading to poor flexibility and generaliz-
ability.

3 P3HAOI Dataset Construction

To tackle the main obstacle, the lack of 3D data for
HAOI, we create P3HAOI (Primitive-composed 3D Human-
Articulated-Obejct Interaction), a dataset which contains
23,494 images and 18 object categories, as well as the cor-
responding 3D pseudo GT of humans and objects. It is
made up of 9,574 real daily life images and 13,920 synthetic
photo-realistic images. We collected images from the Inter-
net, absorbed frames from D3D-HOI, and shot some videos
by ourselves. In our images, at least half of the object and hu-
mans have to be clearly observed. Details of the object cate-
gories are shown in Tab. 1. For each object category, 70% is
used as the training set and 30% is used as the testing set.

In the following sections, we will describe in detail how
we build the dataset.

3.1 Preliminary

Articulated Models. Articulated objects are objects com-
posed of more than one rigid part connected by joints and
allowing hinge, slider, and screw motions. When the main
structure and the relative poses of the rigid parts are the
focus, the trivial components and textures are ignored. We
collect simplified CAD models of laptops, refrigerators, mi-
crowaves, trashcans, washing machines, ovens, dishwashers,
and storage from D3D-HOI. Big-size scissors and doors are
collected from the SAPIEN Dataset. Books and drawers are
referring to AKB-48 (Liu et al. 2022a). We also simplify
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the later four classes using the CAD model pre-processing
method proposed in D3D-HOI. For the car trunk, car hood,
car door, and Murphy bed, we created the CAD models by
ourselves. We selected categories that follow the principle:
the object can not be too small compared with the volume
of the humans, in case it is too hard to detect the shape and
poses of the objects in the images.

Superquadric. Superquadrics are a parametric family
of surfaces. With only 11 parameters, they can represent
cubes, ellipsoids, cylinders, spheres, efc, in different poses
and sizes. The explicit representation of a superquadric
in the canonical space can be described as r(n,w)
[Acos“tncos2W], where ) € [—7/2,7/2], W = [w,w, 0]
and w € [—m,7|. [e1,€2] describes the shape. A
[av1, @a, crg] describes the size. To describe the pose, we use
a vector [t1,ta,t3] to describe the translation and a quater-
nion vector [g1, ¢2, g3, 4] to describe the rotation.

It also has an implicit function. Given a point z in the 3D
space, we have

Y

Fad) = ()7 + ()2NT + ()5, M

where A is the intrinsic parameters of a superquadric and in
detail, it stands for [ov1, e, a3, €1, €2]. [@1, o, 3] describes
the size and [eq, €5] describes the shape. With this implicit
function, we can easily tell if x lies inside or outside the
surface of the superquadric. Specifically, if f(z;\) = 1,
x is on the surface. If f(x;\) < 1, x is inside and if
f(x; M1, x is outside. We choose superquadric as the rep-
resentation of primitives as its expression is mathematically
simple but informative. Moreover, its parametrization is con-
tinuous, making it suitable for deep learning.

z

)%+ (

door: 500 laptop: 885 microwave: 967
trashcan:537 cardboard: 560 oven:398
drawer: 88 car_trunk: 100 car_hood: 98
washer:747 book: 600 car_door: 94
dishwasher:370 storage: 488 murphy_bed: 53

big_scissors: 84  refrigerator: 2349  pizza box: 576

Table 1: Number of images for the real dataset.

3.2 Mesh to Superquadrics

The pipeline of converting meshes to superquadrics for
humans and objects is the same: (1) segmenting meshes
in canonical space based on the structure, (2) converting
the segmentations into superquadrics, and (3) transforming
these superquadrics into view space poses. For humans, we
segment the SMPL (Loper et al. 2015) mesh in T-pose based
on the human part segmentation vertices mapping file pro-
vided by the authors. The finger and toe parts are elimi-
nated for the overall structure simplicity. For objects, the
CAD models are segmented by pre-defined joints. Then a
network is trained to convert these parts into superquadric-
composed shapes. To train the network, firstly a mesh en-
coder is trained. Large quantities of randomly generated su-
perquadrics in different shapes and sizes are put into the
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network proposed in (Zhou et al. 2020) to get the mesh en-
coder. Then to train our mesh-superquadric converting net-
work, the pre-trained mesh encoder is frozen. Each part seg-
mentation is first encoded by the mesh encoder, and then
a decoder is trained to predict the parameters of the su-
perquadric. We sample points on the surfaces of the pre-
dicted superquadrics and apply Chamfer loss (Gavrila 2000)
with the GT part meshes. When the network overfits, we ob-
tain the superquadric-composed shape in canonical space.

Transforming canonical space superquadric-composed
shapes into view space is different between humans and ob-
jects. For humans, ROMP (Sun et al. 2021b) is applied to
predict the initial poses. Then based on 2D keypoints pre-
dicted by Openpose (Cao et al. 2017) and Alphapose (Fang
et al. 2022, 2017; Li et al. 2019a), EFT (Joo, Neverova,
and Vedaldi 2020) is utilized to fine-tune the initial poses.
Finally, the canonical space superquadrics are transformed
based on the fine-tuned joint poses, as we apply the same
joint definition as SMPL. For objects from our Internet im-
age collection, the transformation matrix is recorded while
annotating. For objects from the D3D-HOI dataset, the pro-
vided GT object deformation information is utilized. More
details are in the supplementary.

3.3 3D Data Annotation

We annotate the 3D poses and locations of humans and ob-
jects in Blender. Unlike D3D-HOI, we did not use numerical
values to label as people are not sensitive to numerical val-
ues regarding location and orientation. Instead, annotating
objects in Blender is more intuitive. By setting axles for the
articulated objects to rotate around, several operations can
be operated on the objects, as shown in Fig. 2. For simplic-
ity, we name this series of operations the UltraHand (UH).

For each category, we select CAD models with the clos-
est appearance to the object in the image. Textures are not
taken into consideration when choosing CAD models. For
each image instance, the fine-tuned SMPL mesh and the ob-
ject CAD template model are imported into Blender. Then
we set the camera parameters predicted by ROMP and the
original image as the background image in the camera view
mode. During the annotation process, we did not deform the
human. All operations take place on the object. Using the
UH, we first adjust the object template to the object state
shown in the image. Then we switch between the camera
view mode and the whole world view mode to check (1)
if the annotated object projection aligns perfectly with the
background image, and (2) if the spatial arrangement with
the human is reasonable based on the information in the im-
age, and (3) if it is consistent with common sense, while
continue adjusting the object using the UH. The annotation
for one image is finished until the object satisfies the three
conditions above. When the annotation is finished, we export
the object parts. The whole annotation process is shown in
Fig. 2. After the experts’ annotation, we transfer both SMPL
and CAD object models into superquadrics. Some visualiza-
tion of our dataset is in Fig. 1.
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Figure 2: We adjust the orientation, location, and scale of objects in Blender. (a) The annotation process. (b) Details about

deforming objects in Blender using UH.

3.4 Synthetic Data

We also generate a large amount of synthetic data. 32 hu-
man models from THuman2.0 and 15 from Mixamo are
chosen. Then a variety kind of human poses and 3D HAOI
scenes can be created manually. For each scene, we render
the scenes from different camera views, as well as individual
silhouettes. We also set up various backgrounds from sim-
ple to complex, from indoors to the wild. Some examples
are shown in the Supplementary. After rendering, we con-
vert these CAD models into superquadric-composed shapes.

4 Primitive-based HAOI 3D Reconstruction

Our goal is to jointly reconstruct humans and the interacted
articulated objects from a single-view RGB image using su-
perquadrics. We will first state some main challenges and
then briefly describe possible solutions. Then considering
these challenges, we will state why and what solution we
choose.

There are three significant challenges. Firstly, it is an in-
herently ill-posed task. Secondly, the GT 3D HAOI data is
not sufficient. Thirdly, compared to rigid objects, larger pose
space and shape space of articulated objects cause much
harder 6-DoF predictions.

There are mainly two kinds of solutions. One is to first
predict the whole scene and then fit the human and the object
models to the lifted scene. The other is to reconstruct the hu-
man and the object separately and then combine them based
on their spatial arrangement and relative scales. While the
former could more easily obtain information about the spa-
tial relationship , the lifted data are often more noisy, making
it more complex and difficult at early fitting steps. As for the
later method, it can be divided into three sub-methods. The
first one is the most straightforward. Well-posed human and
object models are given at first and only the 6-DoF predic-
tions are needed. This makes sense when it comes to rigid
objects, just as what (Zhang et al. 2020) does. However, it
is unrealistic for articulated objects as there are various part
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pose states. So a deeper solution is proposed, that is the hu-
man model is prepared, but the poses of the object parts are
predicted. The deepest one is the human part and the ob-
ject part poses are all predicted. This is the most ideal so-
Iution because when people interact with some object, we
cannot view the human as a single individual. The state of
the humans and the objects affect each other. Thus, joint op-
timization cannot be ignored if we want a good HAOI 3D
reconstruction.

This paper proposes a compromise between the second
and the third methods. We first prepare the human pose us-
ing a pre-trained human shape recovery model , then predict
the object states. After the coarse reconstruction , the infor-
mation between the human and the object is leveraged for
fine-grid optimization.

The method flow chart is shown in Fig. 3. We reconstruct
the human and the object separately and then do joint op-
timization between them. The inputs are RGB images and
superquadric-composed templates. Then the extracted fea-
tures of these inputs are fed into a decoder to predict the
scale, rotation, and translation parameters to transform the
templates into the view space in the images. Finally, spatial
information between the human and the object is used to do
joint optimization to get a better reconstruction.

Input Encoding. The human image is generated by first
detecting the human/object silhouette using Detectron2 (Wu
et al. 2019). For object categories within the Detectron2
class list, we only use detections whose scores are at least
0.8, and for whose scores are less than 0.8, we annotate
the object masks manually. Then other image regions are
masked by the silhouettes. DINOv2 (Oquab et al. 2023) is
applied to extract features from these images. In our exper-
iment, DINOV2 is frozen. We add CNN layers after the DI-
NOV?2 feature extractor to fine-tune the predicted features.

For the superquadric-composed templates, points are
sampled uniformly on the surface of each primitive. Then
the pre-trained mesh encoder in Sec. 3.2 is applied to pre-
dict the features of each superquadric. The parameters of the
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Figure 3: Overview of our single-view 3D HAOI reconstruction method. In the purple block are the image encoders.
Superquadric-composed shapes are also encoded to predict primitive features. Then the image features and primitive features
are contacted together to predict the 6-Dof of each input superquadric part. Deformation is based on these predictions. The
deformed shapes are then rendered back to 2D and some losses are computed based on some supervisions.

mesh encoder are frozen during training and testing. These
primitive features are then contacted together to represent
the template feature.

Reconstruction of Human. Experiments show that
regressing different human poses from just a primitive-
composed T-pose template is very difficult and thus a good
initialization is essential. So we use ROMP (Sun et al.
2021a) to predict the human pose in SMPL and then trans-
form the SMPL model into the superquadric-composed
model, which serves as our initialization model to the net-
work. Then residual pose parameters are predicted to adjust
the human pose.

Reconstruction of Articulated Object. Unlike humans,
each object category shares the same template in canonical
space as the initialization. We define the object structure as
trees. For each articulated object, there is one root part and
several leaf parts (mostly, there is one leaf part, which means
there are two parts in total). For the root part, we only predict
its global rotation, translation, and scale. For the leaf parts,
we predict the local rotations and scales. The axis around
which the leaf parts rotate is predefined together with the
input template. In deformation, this predefined axis is de-
formed following the deformation of the root part.

Objectives. While doing separate reconstruction, the hu-
man and the object have similar objectives. To avoid redun-
dancy of expression, we express these objectives uniformly
and state the existing differences. We only describe objec-
tives for the separate reconstruction in Objectives. Objec-
tives for joint optimization are described in Joint Optimiza-
tion.

Part segment masks loss. Primitives are rendered by Nvd-
iffrast (Laine et al. 2020) to get the part segment masks.
MSE Loss is calculated.

3D keypoint loss. We compute L1 loss between the GT
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3D keypoints and the predictions.

Joint angle loss. This objective means joint pose loss for
humans, and MSE Loss is applied.

For objects, “joint angle” is defined as the angle between
the root and leaf parts, and cosine similarity is applied.

Surface vertices loss.

Chamfer distances are calculated between the uniformly
sampled vertices on the surfaces of the GT superquadric-
composed shapes and the predictions.

Auxiliary object IUV loss. Inspired by (Zhang et al.
2021b), we apply an auxiliary IUV prediction to fine-tune
the image features for objects. The GT IUV map is easy
to generate based on the properties of our superquadric-
based representation: the part index defines the I-map, and
(n, w) from the superquadric explicit representation defines
the UV-map. We render the IUV information in 3D space to
2D images to form the GT IUV map. A cross-entropy loss is
applied for the I-map. The L1 loss is applied to the UV map.

Joint Optimization. In 3D HAOI reconstruction, mutual
information needs to be used to get the perfect reconstruc-
tion as the pose of people and objects are mutually influen-
tial. Early works like (Zhang et al. 2020) and (Xie, Bhat-
nagar, and Pons-Moll 2022) have shown the importance of
contact information. However, in our settings, the human
may not closely contact the object. We also consider contacts
when the human’s position is a little far from the object, e.g.,
a man watching his laptop. In these situations, it is not easy
to define the contact region. Besides, labeling contact ver-
tices is time-consuming. Thus we propose a new objective:
HOI loss. Our training process is composed of 3 steps. (1)
the object network is frozen and we train for the human. (2)
the human network is frozen and we train the object. 3 both
the human network and the object network are fine-tuned,
and in this step, we do joint optimization. During train-
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ing, the three steps are continuous without interruption. We
determine at which epoch to proceed to the next step based
on whether the corresponding losses in each stage have been
stable. We set the weights of HOI loss and interpenetration
loss from 0. to 1. not until (3) starts. In Steps One and Two,
the weights of HOI loss and interpenetration loss are set to
0. Once starting Step Three, both the two weights are set to
1. to train the network for joint optimization.

For the HOI loss, we calculate a vector from each human
keypoint to each object keypoint. Object keypoints P, are
the centers of each part. Human keypoints P;, are what are
defined as SMPL. Then the HOI vector is defined as v;; =
(Pri — P,;) and the HOI loss Lo is defined as

K
1 N
Lyor = ?ZCOS(Vz’javij),
i
ie{l,..M},je{1,..,N},

where M and N are the numbers of human keypoints and
object keypoints respectively. K = M x N. cos stands for
the cosine similarity. By computing the HOI loss, better spa-
tial results are obtained. Intuitively, it is like a person pulling
a puppet to the right pose and position. Besides HOI loss, we
also calculate interpenetration loss inspired by (Jiang et al.
2020). One difference between ours and theirs is that we do
not need to first voxelize the shape and then calculate SDFs.
As superquadrics themselves have implicit functions, it is
easy to calculate the distances between points at the object’s
primitive surface to the surface of the human primitives. So
fewer computing resources and time are needed.

@

Methods ;Humani Object]

CHORE | 33.7820 81.8080
D3D-HOI | 2.0135 553536
Ours 1 01241  21.4340

Table 2: Quantitative results for baselines.

S Experiments
5.1 Baselines

As reconstructing primitive-composed 3D HAOI is a new
task, there are no direct former baselines. So we modify
two methods as the baselines: CHORE (Xie, Bhatnagar, and

Pons-Moll 2022) and D3D-HOI (Xu et al. 2021), which are
closest to our work.

CHORE (Xie, Bhatnagar, and Pons-Moll 2022) recon-
structs humans and rigid objects from a single RGB image.
They select CAD models most similar to the object in the
images and use SMPL to represent the human. However, un-
like rigid objects, the solution space for articulated objects is
more complex and it is unrealistic to prepare objects in one
category of all kinds of part states. So in our experiment,
for each category, we prepare a CAD model with the most
commonly seen part state and view it as a rigid object. Then
we apply the method proposed in CHORE to reconstruct the
human and the object. After the reconstruction, the SMPL
meshes and object meshes are converted into superquadrics.

D3D-HOI (Xu et al. 2021) reconstructs humans and ar-
ticulated objects from camera-fixed videos, and one model
is trained for one video. They also select the most similar
CAD models to the objects in images and predict the 6-DoF
of each object part. To be fair, we apply D3D-HOI to single-
view reconstruction and so we train one model for multiple
video frames. All the losses they set can be directly applied
to single-view reconstruction, except the contact loss. The
contact loss is based on the assumption that the object mo-
tions tend to follow the human hand during the interaction
and they select representative object vertices to calculate the
loss. However, the word ‘“representative” means ‘“moving
beyond a threshold during the interaction”, so this concept
does not exist in single-view images. Following D3D-HOI,
humans are predicted directly using EFT, and no fine-tuning
is conducted. We apply D3D-HOI to reconstruct humans and
objects in SMPL and CAD mesh parts. After reconstruction,
we convert the reconstrued SMPL mesh and the object mesh
into superquadrics to compare with our method. More set-
ting details are provided in the supplementary.

- B &
IDINOvI 0.4139 1.6085 0.1773 0.3056 0.1812
:DINOVZ 0.0428 0.1251 0.2234 0.1121 0.1172

Hi} no IUV | 0.0435 0.3418 1.1885 0.1287 0.1146
:noHOI 0.0469 0.4160 0.3462 0.1004 1.3869
lobjkp2d | 0.0424 0.3428 0.9857 0.1021 0.4452

~ IDINOv1[13.1354 16.1319 90.3916 22.6262 14.6895
:DINOVQ 14.0521 8.9078 58.0723 10.8378 15.2990

0¢: no IUV [12.8346 9.1255 32.4188 11.9067 16.3921
:no HOI 12.7995 15.2272 33.7624 13.2436 13.3826
lobjkpZd 13.5021 12.8052 73.7526 11.2008 14.1512

Table 3: Quantitative results of the ablation study.

5.2 Evaluation

Qualitative Results. We evaluate the baselines on three
types of P3BHAOI datasets: the real dataset, the synthetic
dataset, and the fused dataset. Chamfer distances are cal-
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Figure 5: Qualitative ablation results.

culated for humans and objects separately as the evaluation
metric. Some qualitative results are shown in Fig. 4. More
qualitative results are available in the supplementary.

Quantitative Results. Similar to previous works (Xie,
Bhatnagar, and Pons-Moll 2022; Xu et al. 2021), Chamfer
distance is measured in centimeters. To compare, we set the
human height to 175cm, the same in D3D-HOI. The quanti-
tative results of the mean Chamfer distance (cm) are shown
in Tab. 2. Results show that CHORE fails to handle articulate
object reconstruction as they need to train a CHORE field
first. However, the shapes of articulated objects are much
more complex than rigid objects, so it is more difficult to
train such a field. For D3D-HOI, due to the lack of contact
loss, it is hard for the network to converge, not to mention
learn the accurate part-state and global poses of articulated
objects. Our method captures more information in images
for articulated objects compared to D3D-HOI. While the 2D
mask term works for rigid objects, it’s insufficient for articu-
lated ones. Our part segment mask loss and IUV loss help us
capture diverse solution space. Unlike D3D-HOI, our HOI
term doesn’t force humans to always face objects, allowing
for more flexibility and handling various interaction scenar-
ios in daily life, like a person sitting on a washing machine.

Ablations. In Tab. 3, we ablate our proposed method to
analyze some essential components. DINOvI and DINOv2
changes the image encoder backbone. For DINOvI, we use
the extracted Key feature as the image feature. For DINOv2,
the final token is used as the image feature. no IUV does not
train the IUV map to fine-tune the image feature extracted by
the image encoder backbone. no HOI ignores the relation-
ship between the human and the object, which means just
reconstructing them separately. objkp2d add the object 2D
keypoint loss back to prove that it is actually a distraction.
Some ablation study qualitative results are in Fig. 5. Results
show that the HOI Loss plays an important role in the object
pose prediction. Without the HOI Loss, the objects often flip
around some axis. The IUV supervision gives more accurate
part-state predictions. The disruptions caused by the object
2D keypoint loss are shown in Fig. 5 and Fig. 6. The small
number of the 2D object keypoints and the inherent ambi-
guity cause not only inaccurate locations but also rotations.
More visualizations and discussions are in the supplemen-
tary.
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Normal view Bird view

Figure 6: Object 2D keypoint supervision could be disrup-
tions. The 1st and 2nd rows show the result of the same im-
age w/o and w/ 2D keypoint supervision respectively.

Figure 7: Some failure results.

6 Limitations and Future Work

Our P3HAOI, the first method for the challenging task of
reconstructing primitive-based 3D HOI shapes from single-
view images, shows promising results, but limitations exist.
For example, as shown in Fig. 7, in some cases, it is hard to
predict the right face direction of the object to the human.
Some common sense knowledge may be leveraged to over-
come this issue. Future work may include more complex ar-
ticulated objects and more complex situations. We will also
apply our dataset to other downstream tasks.

7 Conclusion

In this work, we propose a 3D superquadric primitive-based
representation and a 3D dataset. Given this dataset, we pro-
pose a task requiring machines to recover the 3D HAOI from
images with our superquadric primitive and a baseline. We
believe our new paradigm would pave a new way for future
3D scene understanding.
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