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Abstract

In this work, we focus on label efficient learning for video
action detection. We develop a novel semi-supervised active
learning approach which utilizes both labeled as well as un-
labeled data along with informative sample selection for ac-
tion detection. Video action detection requires spatio-temporal
localization along with classification, which poses several
challenges for both active learning (informative sample se-
lection) as well as semi-supervised learning (pseudo label
generation). First, we propose NoiseAug, a simple augmenta-
tion strategy which effectively selects informative samples for
video action detection. Next, we propose fft-attention, a novel
technique based on high-pass filtering which enables effective
utilization of pseudo label for SSL in video action detection
by emphasizing on relevant activity region within a video.
We evaluate the proposed approach on three different bench-
mark datasets, UCF-101-24, JHMDB-21, and Youtube-VOS.
First, we demonstrate its effectiveness on video action detec-
tion where the proposed approach outperforms prior works in
semi-supervised and weakly-supervised learning along with
several baseline approaches in both UCF101-24 and JHMDB-
21. Next, we also show its effectiveness on Youtube-VOS for
video object segmentation demonstrating its generalization
capability for other dense prediction tasks in videos.

Introduction
Video understanding is an essential task for security, automa-
tion, and robotics (Rizve et al. 2021a) as video data enables
information extraction for detection (Hou, Sukthankar, and
Shah 2017; Yang et al. 2019), recognition (Hara, Kataoka,
and Satoh 2018; Kumar et al. 2023), tracking (Vondrick et al.
2018), and scene understanding (Lei et al. 2018). Video un-
derstanding in general requires a large amount of labeled data
to train an effective model. Collecting such data for dense
prediction tasks such as action detection is even more chal-
lenging as it requires spatio-temporal annotations on every
frame of the video. In this work, we focus on label efficient
learning for video action detection.

Existing works on label efficient learning for video action
detection have primarily focused on weakly supervised learn-
ing, semi-supervised learning, and active learning. Weakly
supervised methods often underperform compared to super-
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vised methods, often requiring externally trained object detec-
tor to address the detection aspect of action detection (Chéron
et al. 2018; Weinzaepfel, Martin, and Schmid 2016). Recently,
semi-supervised learning (SSL) (Kumar and Rawat 2022) and
active learning methods (Rana and Rawat 2022) have shown
promising performance. However, they also have their own
limitations. SSL relies on randomly selected sub-samples,
which can result in non-informative sample selection and
suboptimal models. On the other hand, active learning aims
to address this issue by selecting only informative samples
for training. Nevertheless, it suffers from a cold-start prob-
lem, which makes it challenging to train a good model with
limited labels which are initially available.

We propose a unified approach for video action detection
by bridging the gap between semi-supervised learning (SSL)
and active learning. We address the challenges of the cold-
start problem in active learning by using an SSL technique to
train a reliable initial model. Similarly, we resolve the need
for informative training sample for SSL using optimized
selection via active learning. Our student-teacher-based SSL
framework benefits from active learning’s informative sample
selection, offering the advantages of both SSL and active
learning for improved video action detection.

Video action detection needs to perform both spatio-
temporal localization and classification. Solving this task
using limited labels pose two distinct challenges; 1) deter-
mining the informativeness of samples, and 2) generating
high-quality pseudo-labels. To address the first challenge, we
propose NoiseAug, a simple and novel augmentation strategy
designed to estimate sample informativeness in video action
detection. Model-driven AL used in existing works for sam-
ple selection often perturbs the model via regularization (Gal
and Ghahramani 2016; Heilbron et al. 2018; Aghdam et al.
2019), which limits the extent of perturbation since too much
perturbation will affect the network negatively. Therefore, we
propose data-driven AL and use varying degree of data aug-
mentations while maintaining video integrity. By isolating
the type of augmentation seen by the model during training
and selection step, we can focus on the relevant regions and
reduce bias from training samples which is a common prob-
lem in active learning with limited labeled set (Pardo et al.
2021; Gal and Ghahramani 2016; Aghdam et al. 2019).

Active learning enables cost-effective labeling by selecting
informative samples and subsequently helps improve model
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performance, benefiting scenarios where data annotation is
expensive or time-consuming. However, active learning also
suffers from cold start when the initial model is trained using
very limited labeled data (Houlsby, Hernández-Lobato, and
Ghahramani 2014; Prabhu, Dognin, and Singh 2019). This
leads to the second challenge, generating high-quality pseudo
labels for semi-supervised learning (SSL). To tackle this,
we introduce fft-attention, a novel technique based on high-
pass filtering that emphasizes on activity regions and their
edges within a video. Fft-attention improves the prediction
of activity regions and enhances the quality of pseudo labels
for SSL in video action detection.

In summary, we make the following contributions,

• We propose a novel semi-supervised active learning frame-
work for video action detection which provides label ef-
ficient solution. To the best of our knowledge, this is the
first work focusing on this problem.

• We propose NoiseAug, a novel noise based augmentation
for video data perturbation which helps in informative
sample selection.

• We propose fft-attention, a novel high pass filter which
helps in estimating action and non-action regions for effec-
tive pseudo label generation in semi-supervised learning.

We evaluate the proposed approach on two different video
action detection benchmarks and compare with several
baselines, including existing semi-supervised and weakly-
supervised approaches outperforming all prior works. We
also demonstrate its effectiveness on Youtube-VOS for video
object segmentation showing the generalization capability to
other dense prediction tasks in videos.

Related Work
Video action detection Video action detection is a com-
plex and challenging task (Yang et al. 2019; Pan et al. 2021;
Sun et al. 2018; Li et al. 2020), where the goal is to per-
form spatio-temporal action detection in a given video. Most
prior works use fully-supervised approach where all the sam-
ples are annotated spatio-temporally. The recent works have
rapidly improved performance due to improved networks
(Hara, Kataoka, and Satoh 2018; Szegedy et al. 2017; He
et al. 2016) and increased data availability (Soomro, Zamir,
and Shah 2012; Jhuang et al. 2013). However, getting large
dataset with spatio-temporal annotation is costly. Weakly-
supervised learning is an alternative which uses partially
annotated data over the entire dataset to train action detec-
tion models (Mettes, Snoek, and Chang 2017; Mettes and
Snoek 2019; Chéron et al. 2018; Escorcia et al. 2020; Arnab
et al. 2020; Zhang et al. 2019). These methods rely on ex-
ternal pre-trained object detector (Ren et al. 2015) and often
fall behind significantly on performance compared to the
fully-supervised methods.

Semi-supervised learning Semi-supervised learning uti-
lizes both labeled and unlabelled samples for training (Sohn
et al. 2020; Berthelot et al. 2019b,a; Tarvainen and Valpola
2017; Oliver et al. 2018; Miyato et al. 2018; Yang et al.
2021; Schiappa, Rawat, and Shah 2022), generally using
regularization (Rasmus et al. 2015; Tarvainen and Valpola

2017; Sajjadi, Javanmardi, and Tasdizen 2016; Laine and
Aila 2017) or pseudo-labeling (Li et al. 2021; Lee 2013;
Rizve et al. 2021b) methods for classification (Berthelot
et al. 2019b,a; Rizve et al. 2021b) and detection (Kumar and
Rawat 2022; Rosenberg, Hebert, and Schneiderman 2005).
For video action detection, using pseudo-labeling approach
for semi-supervised learning becomes costly and difficult
with limited labels (Zhang, Zhao, and Wang 2022; Schiappa,
Rawat, and Shah 2022). The pseudo-labeling approach also
assumes that a pre-trained object detector or region proposal
is available (Ren et al. 2020; Zhang, Zhao, and Wang 2022).
A better option is to use consistency regularization which
relies on the model itself to moderate the learning (Berthelot
et al. 2019b; Kumar and Rawat 2022; Sajjadi, Javanmardi,
and Tasdizen 2016; Tarvainen and Valpola 2017; Jeong et al.
2019), generally using perturbations in input or model. We
use a combination of consistency regularization via strong
and weak augmentation of labeled and unlabeled samples
using mean-teacher setup (Tarvainen and Valpola 2017). One
of the challenges in consistency based SSL for video action
detection is having too much noise from background regions
of a video, as seen in (Kumar and Rawat 2022). To this end,
we focus on consistency of relevant action regions while
suppressing large backgrounds present in videos with our
fft-attention based filter approach.

Active learning Labeling a large video dataset for action
detection task is expensive as a lot of frames must be an-
notated spatio-temporally for each video. Active learning
(Pardo et al. 2021) enables selecting samples for annotation
by estimating the usefulness of each sample to the underly-
ing task. It is used to iteratively select a subset of data for
annotation on various tasks as image classification (Wang
et al. 2016), image object detection (Aghdam et al. 2019;
Pardo et al. 2021) and video temporal localization (Heilbron
et al. 2018) with only few studies done for video action de-
tection (Rana and Rawat 2022). The sample selection in AL
is done using uncertainty (Liu et al. 2019), entropy (Aghdam
et al. 2019), core-set selection (Sener and Savarese 2017) or
mutual-information (Kirsch, Van Amersfoort, and Gal 2019).
While there have been some prior works that combine AL and
SSL for object detection and segmentation task (Elezi et al.
2022; Rangnekar, Kanan, and Hoffman 2023), we are the
first to propose a unified SSL active learning framework for
spatio-temporal video action detection to best of our knowl-
edge. We use data perturbation via noise based augmentation
to get the model’s uncertainty, using that as an estimate of
usefulness for each sample in our AL strategy.

Proposed Method
We introduce a semi-supervised active learning approach for
video action detection, where active learning is employed
to select samples during each training iteration, and SSL is
utilized for model training. Our proposed NoiseAug strat-
egy enhances sample selection in active learning. We use a
student teacher based approach for SSL where we extend
Mean Teacher (Tarvainen and Valpola 2017) for video ac-
tion detection by incorporating fft-attention based filtering
for effective pseudo-label training on unlabeled data. Mean
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Figure 1: Overview of our proposed approach: During the training phase, we take the labeled and unlabeled data at equal ratio to
train the model together. We apply strong and weak augmentations to all input samples. All detection output is passed through
our FFT filter to get a weight mask, which is used to compute the final consistency loss between teacher and student model
output. During the active video selection phase, we take trained student model and pass R variants with NoiseAug and score the
sample. We select top K videos for further annotation and cycle back to the next training phase.

Teacher approach relies on strong and weak augmentations
to generate pseudo-labels that can be used to train augmented
data. However, video data has a lot of unrelated background
region that adds extra noise to this process. We propose fft-
attention that helps focus on relevant activity region in videos
and improves pseudo-label based training. An overview of
the proposed approach is shown in Figure 1.

Problem formulation: Given a dataset D with N unla-
beled videos XU = {xU

1 , ..., x
U
N} and Q labeled videos

XL = {xL
1 , ..., x

L
Q}, we train an action detection model M

for θ weights using D = {XL,XU} using a semi-supervised
approach. We assume that the initial labeled set is much
smaller than the unlabeled set such that Q << N . Once we
have a trained model M , we use it for selecting more sam-
ples to annotate in the AL step. For each sample in XU , we
prepare V variations by using proposed noise augmentation
and use the model M to estimate each sample’s utility value.
Once we do that for all XU , we rank them and select sam-
ples within budget for further annotation which makes a new
labeled set XL

2 for training new model. First, we describe
the AL approach for sample selection from XU for further
annotation in next subsection.

Active Learning for Sample Selection
We use a trained model M to get high utility samples from
XU for further annotation. This is an important step to in-
crease labeled data under limited budget such that model
training improves significantly over random sample selection
approach. The model M estimates prediction uncertainty of
detection among all variations of a sample which in turn
gives a sample level score on its usefulness. One of the key
challenge to get this uncertainty is to avoid training bias of
the network. Since the labeled training set XL is often small
initially (Q << N ), network can be easily over-fitted to have
bias as well as become robust to the training augmentations.
Our aim is to provide simple augmentation that is unique and
not seen in the training time, which encourages the network

to better estimate uncertainty of unlabeled samples.

NoiseAug: The goal is to find samples that maximize the
model’s performance for action detection. We follow prior
AL works (Gal and Ghahramani 2016; Jain and Kapoor 2009)
and use uncertainty as a measure for scoring and selecting
samples. Prior works use Monte Carlo method (Gal and
Ghahramani 2016) or multi-layer output (Aghdam et al. 2019)
to compute per pixel informativeness (uncertainty, entropy).
In contrast, we leverage on noise invariance to evaluate a
sample’s utility. We measure the variance in uncertainty of
predictions from the model for different noise infused vari-
ants of the same sample. We generate multiple variations Vϕ

of the same sample v using noise augmentation given as,

Vi
ϕ = v[T×H×W×C] ⊙N i(0, 1)[T×H×W×C] (1)

where, v is a sample with dimensions [T ×H ×W ×C] and
N i(0, 1) is a Gaussian distribution of the same dimension
used as noise. We use their Hadamard product to get the final
augmented variation Vi

ϕ. We repeat this process R times to get
a set of noise augmented variations Vϕ = {V1

ϕ,V2
ϕ, ...,VR

ϕ }.

Sample selection: We use NoiseAug to measure uncer-
tainty using model’s confidence in each of the noise variants.
We utilize the temporal aspect of a video for comparing pixel
level uncertainty. We average the pixel values for neighbor-
ing frames as another form of regularization for uncertainty
measure. We define the temporal average function as,

Avg(fi[p]) =
1

T

i+T/2∑
t=i−T/2

M(ft[p]; θ) (2)

where, for a pixel p in a given frame fi at the ith temporal lo-
cation, we average the prediction of model M with θ weights
for same pixel location p over neighboring T frames. Then
we compute the uncertainty score for sample v as,

U(v) =
F∑

i=1

P[x,y]∑
p=(1,1)

−log(Avg(fi[p])) (3)
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where, F is total frames with [x, y] size, M is the model with
θ weights that gives prediction for the pixel p in ith frame.

The sample’s informativeness as a whole is a reflection of
how consistent the model is to all of its noise variants. Ideally,
the model M is trained to be noise invariant. Any sample
with high variance in uncertainty indicates that the network
is not doing well for that sample when noise is introduced.
Thus, we use Equation 3 on each of the R variations to get
the variance in uncertainty given as,

S = V ar(U [V1
ϕ),U(V2

ϕ), ...,U(VR
ϕ )] (4)

where, S is the informativeness score, V ar() gives the vari-
ance for uncertainty of all augmented variants V of sample
v. For each AL round, we pick top K samples for annotation
such that our labeled videos becomes XL

2 = {xL
1 , ..., x

L
Q+K}

and our unlabeled set becomes XU
2 = {xU

1 , ..., x
U
N−K}. We

use this new set of data D2 = {XL
2 ,XU

2 } to train a new
action detection model in the next round and continue this
until we exhaust our total annotation budget.

Semi-Supervised Learning
To leverage the entire training dataset D = {XL,XU} with
both labeled set XL and unlabeled set XU , we use SSL
approach that uses mean-teacher based regularization to train
using the unlabeled data. Mean-teacher trains unlabeled data
using pseudo-labels predicted from a teacher model on an
augmented variation of the data. We use supervised loss on
weak and strong augmented variations for the labeled data.
For the unlabeled data, we use the prediction from teacher
network Mt to generate pseudo-labels that can be used to
train the student network Ms using supervised loss. Along
with that, we also follow prior work (Kumar and Rawat 2022)
to use mean squared error based consistency loss for training
Ms. For a given video v with F frames, we apply different
degrees of augmentation following mean-teacher setup to
obtain v′. The consistency loss is then computed as,

LMSE
cons =

1

F

F∑
i=1

1

x · y

P[x,y]∑
p=(1,1)

∥Ms(f
i
p; θs)−Mt(f

i′
p ; θt)∥22 (5)

where, Mt and Ms are teacher and student models with
θt and θs weights respectively that gives spatio-temporal
detection for ith frame. We compute MSE value for each
pixel p for frame f i of [x, y] size. This general form of MSE
based consistency loss gives equal weight for all P pixels in
the frame, which is non-ideal for spatio-temporal detection
as we only want to focus on certain action regions in each
frame f .

It is preferable to focus on relevant regions without using
manually designed heuristics (pre-computed regions (Ren
et al. 2015)). We want to reduce model uncertainty for spe-
cific areas with lower prediction quality, specifically the
edges of an actor. To this end, we propose using a high pass
filter that will reduce low frequency areas and give more
focus on the high frequency area such as edges. Next, we
define the high pass filter we use for selective focus.

FFT based high pass filter In order to separate the low and
high frequency areas, we apply a FFT based high pass filter.
We are trying to focus more on the edges of the predicted de-
tection regions while suppressing other areas. We assume that
the high frequency areas (edges) are harder for the network to
learn due to quick changes at the edges in a video. Thus, we
identify such regions and give them higher weight than the
easier regions during training to increase model’s consistency.
A FFT high pass filter finds the edges and attenuates lower
frequency, keeping the non-edge regions with lower weight.
We define the FFT high pass filter function as,

HPF (f) = FFT (M(f ; θ)) (6)

where, M is the model with weight θ, FFT () is the FFT
function that gives the filtered output for a frame f . For a
given video v and its augmented variant v′ with F frames,
the per frame consistency using the FFT filter is,

FC(f, f ′,W ) =
1

x.y

P[x,y]∑
p=(1,1)

∥Ms(fp; θs)−Mt(f
′
p; θt)∥22 ·Wp

(7)
where, FC(f, f ′,W ) is the frame-wise consistency function
that takes frame f , f ′ and weight W , all of [x, y] size. We
modify the MSE computation from Equation 5 to use pixel-
wise weight W on the computed MSE value of pixel p. Then
we redefine the overall consistency loss as,

LHPF
cons =

1

F

F∑
i=1

FC(f i, f i′ , HPF (f i)) (8)

LHPF ′
cons =

1

F

F∑
i=1

FC(f i, f i′ , HPF (f i′)) (9)

where, we compute the per-frame consistency with HPF as
weight from both f and f ′ frames of v and v′ videos.

Temporal consistency We use the temporal information
of subsequent frames to improve the consistency loss for
training. While the HPF based consistency computes spa-
tial consistency for each frame, it does not use temporal
consistency information. To enforce temporal consistency,
we use temporal average function from Equation 2, which
changes the model’s output for Equation 6 and 7 from
M(f ; θ) → Avg(f).

Overall Training Objective
We train the model Ms with D = {XL,XU} which consists
of both labeled and unlabeled data. We use supervised loss
on labeled data for classification Lcls and detection Ldet. For
the unlabeled data, we use Mt to get pseudo-label for training
Ms in a supervised fashion. For unsupervised Ms training,
we use the proposed FFT high pass filter based consistency
loss. Our training objective is given as,

Loverall
cons = λ1LHPF

cons + λ2LHPF
cons′ (10)

L = Lcls + Ldet + Loverall
cons (11)

where, λ1 and λ1 are loss weights given to the consistency
loss which varies for unlabeled samples following prior SSL
works (Sohn et al. 2020; Kumar and Rawat 2022).
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Method Backbone UCF101-24 JHMDB-21
Label f-mAP v-mAP Label f-mAP v-mAP

2D 3D % 0.5 0.2 0.5 % 0.5 0.2 0.5

Fully-Supervised

Kalogeitan et al.(Kalogeiton et al. 2017) ✓ 69.5 76.5 49.2 65.7 74.2 73.7
Song et al.(Song et al. 2019)† ✓ 72.1 77.5 52.9 65.5 74.1 73.4

Li et al.(Li et al. 2020) ✓ 78.0 82.8 53.8 70.8 77.3 70.2
Gu et al.(Gu et al. 2018)† ✓ 76.3 - 59.9 73.3 - 78.6

Duarte et al.(Duarte, Rawat, and Shah 2018) ✓ 78.6 97.1 80.3 64.6 95.1 -
Pan et al.(Pan et al. 2021) ✓ 84.3 - - - - -

Zhao et al. (Zhao et al. 2022) ✓ 83.2 83.3 58.4 - 87.4 82.3
Wu et al. (Wu et al. 2023) ✓ 83.7 - - 86.7 - -

Weakly-Supervised

Mettes et al.(Mettes, Snoek, and Chang 2017) ✓ - 37.4 - - - -
Mettes and Snoek (Mettes and Snoek 2019) ✓ - 41.8 - - - -

Cheron et al.(Chéron et al. 2018) ✓ - 43.9 17.7 - - -
Escorcia et al.(Escorcia et al. 2020) ✓ 45.8 19.3 - - - -

Arnab et al.(Arnab et al. 2020) ✓ - 61.7 35.0 - - -
Zhang et al.(Zhang et al. 2019) ✓ 30.4 45.5 17.3 65.9 77.3 50.8

Semi-Supervised

MixMatch (Berthelot et al. 2019b) ✓ 20% 20.2 60.2 13.8 30% 7.5 46.2 5.8
Psuedo-label (Lee 2013) ✓ 20% 64.9 93.0 65.6 30% 57.4 90.1 57.4

Co-SSD (CC)(Jeong et al. 2019) ✓ 20% 65.3 93.7 67.5 30% 60.7 94.3 58.5
PI-consistency (Kumar and Rawat 2022) ✓ 20% 69.9 95.7 72.1 30% 64.4 95.4 63.5

Ours (M-T SSL) ✓ 20% 69.8 94.9 72.2 30% 68.5 98.4 68.0
Ours (M-T SSL + AL) ✓ 20% 72.0 96.3 74.5 30% 70.7 98.8 71.7

Supervised baseline ✓ 20% 59.8 91.6 59.2 30% 59.4 96.5 60.4

Table 1: Comparison with existing works: We compare with existing supervised and weakly supervised works along with the
semi-supervised baselines on UCF101- 24 and JHMDB-21. † denotes method using Optical flow.

Experiments
Datasets We conduct our experiments on three video
datasets, UCF101-24 (Soomro, Zamir, and Shah 2012) and
JHMDB-21 (Jhuang et al. 2013). UCF101-24 consists of
24 classes with a total of 3207 untrimmmed videos with
bounding box annotations. JHMDB-21 dataset has 21 classes
from a total of 928 videos with pixel-level annotations. Both
UCF101-24 and JHMDB-21 are focused on action detection
task. We further generalize our approach on YouTube-VOS
dataset, a video object segmentation task, which has tempo-
rally sparse pixel-wise mask annotation for specific objects.
It has 3471 videos for training with 65 object categories.

Evaluation metrics Following prior action detection works
(Peng and Schmid 2016) we evaluate the f-mAP and v-
mAP scores at different IoU thresholds for UCF101-24 and
JHMDB-21. The f-mAP is computed from spatial IoU for
each frame per class and averaged for all frames to get preci-
sion score at given IoU. Similarly, v-mAP is computed using
spatio-temporal IoU for each video per class and averaged.
For VOS task, we compute the average IoU and boundary
similarity score following (Xu et al. 2018b).

Implementation details: We use the PyTorch to build our
models and train them on single 16GB GPU. For action
detection, we use VideoCapsuleNet (Duarte, Rawat, and Shah

2018; Kumar and Rawat 2022; Rana and Rawat 2022), with
margin-loss for classification and BCE loss for detection.
The network input is 8 RGB frames of size 224× 224. We
use a batch size of 8 for training with equal ratio of labeled
and unlabeled sample per batch. We use the Adam optimizer
(Kingma and Ba 2014) with a learning rate of 1e− 4. We use
EMA update at rate of 0.996. We train UCF101-24 for 80
epochs and JHMDB-51 for 50 epochs. Hyperparameters:
We use a temporal block of T = 3 frames for the temporal
average function in Equation 2. The loss weights for the
consistency loss are λ1 = 0.5 and λ2 = 0.5 in Equation 10
and λ3 = [0.01 → 0.1] increased over warmup range. Please
refer to supplementary for more details. Active Learning:
We take R = 8 different noise added variations for each video
v to get the sample informativeness score S in Equation 4.
We select 5% and 2% new samples for UCF101-24 and 10%
for JHMDB-21 in each AL round. We take temporal average
over T = 3 frames in Equation 2.

Active Learning Baselines
We compare our proposed AL approach with baselines on
both UCF101-24 and JHMDB-21. We use random selection,
MC uncertainty (Gal and Ghahramani 2016), MC entropy
(Aghdam et al. 2019) as selection baselines to compare with
the proposed AL selection. All baselines use same backbone
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Figure 2: Analysis on selection criteria: We compare our proposed AL selection with other selection baselines using the same
SSL training setup on UCF101-24 (a-b) and JHMDB-21 (c-d).

Figure 3: Qualitative analysis of FFT based high pass filter: We show the input frames (first row) and corresponding weights
(bottom row) using proposed FFT filter. The FFT method gives higher weight towards the edges of detected action regions while
suppressing background. Red: low weight, blue: medium weight, green: high weight

.

UCF101-24 JHMDB-21
10% 15% 20% 20% 25% 30%

C M-T FFT f-mAP v-mAP f-mAP v-mAP f-mAP v-mAP f-mAP v-mAP f-mAP v-mAP f-mAP v-mAP

✓ 62.4 62.5 64.6 65.3 66.5 68.7 62.6 59.3 63.1 62.9 63.4 64.2
✓ 67.2 68.6 68.4 69.5 69.2 71.9 61.5 63.3 65.6 65.3 66.0 67.4
✓ ✓ 68.5 70.4 70.8 72.4 72.0 74.5 67.1 66.6 65.2 67.8 67.4 69.3

Table 2: Ablations: We show effectiveness of different components used in SSL training. We evaluate the effect of consistency
based SSL (C), mean-teacher (M-T) setup and proposed FFT filter during the training. We report f-mAP and v-mAP @ 0.5.

as ours for fair comparison, with results in Figure 2.

UCF101-24 We begin with 5% labeled data and increment
by 5% in every AL cycle as shown in Figure 2(a-b). With
more data, we notice that compared to baseline selection
methods, our AL method is consistently performing better.
We also notice a cold start problem for MC entropy as the
model is not performing well for most samples in initial round
of 10%, using only model entropy leads to non-optimum
sample selection in future rounds. Our AL approach uses
noise augmentation to estimate the model uncertainty along
with temporal averaging to utilize the temporal consistency
expected in videos, which leads to better sample informative-
ness scores that is more reflective of the model’s need.

JHMDB-21 Due to the dataset being smaller with only 660
training videos and the detection task being harder with pixel-
wise semantic segmentation, we initialize the training with
20% labeled data (198 videos) for all methods. Each round
increases labeled data by 5% videos until we reach 35% data.
The quantitative results are shown in figure 2(c-d). Similar
with UCF101-24, we see that our AL method consistently
outperforms baseline selection methods.

SSL Baselines
We compare the effect of different SSL techniques to show
why the proposed mean-teacher setup is optimum for video
understanding task. We use mean-teacher SSL and compare
results with consistency based SSL in Table 2. We observe
that mean-teacher based SSL outperforms consistency based
SSL for all dataset, showing that the controlled weight update
of teacher using EMA and pseudo-label from teacher using
augmented data better regulates unlabeled training.

Comparison With the State-of-the-Art
We compare to prior works using fully, weakly and semi-
supervised approach on UCF101-24 and JHMDB-21 in Table
1. Compared to the weakly supervised methods, we perform
significantly better for both dataset. The semi-supervised
methods are closer in performance with our approach. We
show that our method with only mean-teacher (M-T) SSL
(no AL selection) performs better than existing SSL meth-
ods. The temporal consistency component and focusing on
edges using FFT high pass filter enables our model to weight
the relevant regions appropriately compared to background
regions, which gives our method a competitive edge. Fur-
thermore, when we use the proposed noise augmentation
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Method Data Avg JS JU FS FU

Random 10% 10.1 11.6 10.1 9.6 9.2
PI-consistency 10% 36.8 43.1 31.4 40.8 31.8

Ours 10% 39.3 46.1 33.7 43.9 33.5
Random 20% 34.7 42.8 29.0 38.7 28.3

Ours 20% 41.6 49.6 34.2 47.7 35.6

Table 3: Generalization capability: Evaluation on Youtube-
VOS dataset. We use same backbone following (Xu et al.
2018a) for our and random method. 10% results for PI-
consistency are reported from (Kumar and Rawat 2022).

5% 10% 15% 20%
S/W noiseAug f v f v f v f v

✓ 62.4 62.9 61.9 62.3 63.6 63.4 64.0 64.2
✓ 62.4 62.9 68.5 70.4 70.8 72.4 72.0 74.5

Table 4: Effectiveness of NoiseAug: Comparison of different
augmentations used for AL selection for strong/weak aug-
mentation from mean teacher SSL training and proposed
noiseAug. [f : f-mAP, v: v-mAP @ 0.5]

based AL to do sample selection and train using SSL, we
perform better than prior weakly and semi-supervised meth-
ods with +2.4% v-mAP@0.5 for UCF101-24 and +8.2%
v-mAP@0.5 for JHMDB-21 over prior best score. We also
show the generalization on YouTube-VOS in Table 3.

Ablations

Effect of FFT We evaluate the usefulness of FFT filter
as weights for putting more emphasis on regions around an
action. We train the teacher and student model for action
detection without FFT and compare with our baseline in
Table 2. We observe a drop in performance when the FFT
filter is not used as a weight to compute the consistency
loss, showing that the regions selected using FFT have more
relevance to action detection. We also see how the FFT filter
emphasises relevant regions during training in Figure 3.

Augmentations for AL consistency We use noise augmen-
tation for our AL selection strategy, where we use R = 8
noise augmented variants of the video v to compute uncer-
tainty variance. To validate the effectiveness of this augmen-
tation, we use the same strong/weak augmentation setup used
for mean-teacher SSL training process (details in suppemen-
tary). As we observe in Table 4, using the proposed noise
based augmentation provides useful information for sample
selection compared to using strong/weak augmentation from
SSL step. The network is already trained with strong/weak
augmentation, making the predictions more robust for such
augmentations in the AL selection step. Varying levels of
noise-based augmentation enable the network to encounter
different sample variations in AL selection from training,
leading to improved uncertainty estimation for new samples.

Figure 4: FFT Analysis: Left: FFT filter on teacher(T)-
student(S) for SSL training. Right: Effect of radius (r) on
FFT filter. Both are on UCF101-24 for 10% labeled data.

Discussion and Analysis

FFT as a high pass filter For a given frame f of a video,
the model performance M(f ; θ) can be categorized in four
main types: High-Confidence and High-Consistency (HCF-
HC), High-Confidence and Low-Consistency (HCF-LC),
Low-Confidence and High-Consistency (LCF-HC) and Low-
Confidence and Low-Consistency (LCF-LC). The simple
consistency loss from Equation 5 focuses on regions with
lower consistency (either HCF-LC or LCF-LC). The model
is not able to predict confidently for LCF-LC samples due to
lack of similar supervised training samples.

Ideally we do not want to give high weight for LCF-LC
samples in unsupervised setting as model is not able to pre-
dict anything for such samples. In contrary, for unsupervised
setting we would prefer to have more weights on HCF-LC
samples as model is confident but inconsistent. Using a high
pass filter enables this, as it gives higher weight for high con-
fidence (HCF) regions and filters out low confidence (LCF)
regions. This is demonstrated in Figure 3, where the gen-
eral consistency loss gives equal weight to large background
region and small action region, making it hard for network
to learn with noise augmentation. Our FFT based approach
gives higher weights on action regions (specifically the edges)
which the model can improve on more than background.

Radius for FFT filter Fft-attention relies on the radius of
the filter which affects the value for each pixel from FFT.
While small radius looks at local window, it has higher sensi-
tivity based on local changes. Conversely, larger radius looks
at larger neighborhood but dilates the effect in return. We
analyze different radius for FFT filter (Figure 4) and found it
to be robust within a range.

Conclusion

We present a unified semi-supervised active learning ap-
proach for spatio-temporal video action detection, partic-
ularly in scenarios where obtaining labels is costly. We show
that using noise as augmentation to compute the informa-
tiveness of each sample improves the sample selection for
active learning. We also introduce the use of FFT based high
pass filter to focus more on relevant activity regions for SSL
consistency. Our proposed approach is characterized by its
simplicity and can be easily generalized to other dense pre-
diction tasks in videos.
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A.; d'Alché-Buc, F.; Fox, E.; and Garnett, R., eds., Advances in Neu-
ral Information Processing Systems, volume 32. Curran Associates,
Inc.
Chéron, G.; Alayrac, J.-B.; Laptev, I.; and Schmid, C. 2018. A
flexible model for training action localization with varying levels of
supervision. In Proceedings of the 32nd International Conference
on Neural Information Processing Systems, 950–961.
Duarte, K.; Rawat, Y. S.; and Shah, M. 2018. Videocapsulenet:
A simplified network for action detection. Advances in Neural
Information Processing Systems.
Elezi, I.; Yu, Z.; Anandkumar, A.; Leal-Taixe, L.; and Alvarez, J. M.
2022. Not all labels are equal: Rationalizing the labeling costs
for training object detection. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition, 14492–
14501.
Escorcia, V.; Dao, C. D.; Jain, M.; Ghanem, B.; and Snoek, C. 2020.
Guess where? Actor-supervision for spatiotemporal action localiza-
tion. Computer Vision and Image Understanding, 192: 102886.
Gal, Y.; and Ghahramani, Z. 2016. Dropout as a bayesian approxi-
mation: Representing model uncertainty in deep learning. In Inter-
national Conference on Machine Learning, 1050–1059. PMLR.
Gu, C.; Sun, C.; Ross, D. A.; Vondrick, C.; Pantofaru, C.; Li, Y.; Vi-
jayanarasimhan, S.; Toderici, G.; Ricco, S.; Sukthankar, R.; Schmid,
C.; and Malik, J. 2018. AVA: A Video Dataset of Spatio-Temporally
Localized Atomic Visual Actions. In 2018 IEEE/CVF Conference
on Computer Vision and Pattern Recognition, 6047–6056.
Hara, K.; Kataoka, H.; and Satoh, Y. 2018. Can spatiotemporal 3d
cnns retrace the history of 2d cnns and imagenet? In Proceedings of
the IEEE conference on Computer Vision and Pattern Recognition,
6546–6555.
He, K.; Zhang, X.; Ren, S.; and Sun, J. 2016. Deep residual learning
for image recognition. In Proceedings of the IEEE conference on
computer vision and pattern recognition, 770–778.

Heilbron, F. C.; Lee, J.-Y.; Jin, H.; and Ghanem, B. 2018. What do i
annotate next? an empirical study of active learning for action local-
ization. In Proceedings of the European Conference on Computer
Vision (ECCV), 199–216.
Hou, R.; Sukthankar, R.; and Shah, M. 2017. Real-Time Temporal
Action Localization in Untrimmed Videos by Sub-Action Discovery.
In BMVC, volume 2, 7.
Houlsby, N.; Hernández-Lobato, J. M.; and Ghahramani, Z. 2014.
Cold-start active learning with robust ordinal matrix factorization.
In International conference on machine learning, 766–774. PMLR.
Jain, P.; and Kapoor, A. 2009. Active learning for large multi-
class problems. In 2009 IEEE Conference on Computer Vision and
Pattern Recognition, 762–769. IEEE.
Jeong, J.; Lee, S.; Kim, J.; and Kwak, N. 2019. Consistency-based
Semi-supervised Learning for Object detection. In Wallach, H.;
Larochelle, H.; Beygelzimer, A.; d'Alché-Buc, F.; Fox, E.; and Gar-
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