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Abstract

The popularity of pre-trained large models has revolution-
ized downstream tasks across diverse fields, such as lan-
guage, vision, and multi-modality. To minimize the adaption
cost for downstream tasks, many Parameter-Efficient Fine-
Tuning (PEFT) techniques are proposed for language and
2D image pre-trained models. However, the specialized PEFT
method for 3D pre-trained models is still under-explored. To
this end, we introduce Point-PEFT, a novel framework for
adapting point cloud pre-trained models with minimal learn-
able parameters. Specifically, for a pre-trained 3D model,
we freeze most of its parameters, and only tune the newly
added PEFT modules on downstream tasks, which consist
of a Point-prior Prompt and a Geometry-aware Adapter. The
Point-prior Prompt adopts a set of learnable prompt tokens,
for which we propose to construct a memory bank with
domain-specific knowledge, and utilize a parameter-free at-
tention to enhance the prompt tokens. The Geometry-aware
Adapter aims to aggregate point cloud features within spa-
tial neighborhoods to capture fine-grained geometric infor-
mation through local interactions. Extensive experiments in-
dicate that our Point-PEFT can achieve better performance
than the full fine-tuning on various downstream tasks, while
using only 5% of the trainable parameters, demonstrating
the efficiency and effectiveness of our approach. Code is re-
leased at https://github.com/Ivan-Tang-3D/Point-PEFT.

Introduction

The recent advancements in large-scale pre-training with nu-
merous data have gained widespread attention in both in-
dustry and academia. In natural language processing, GPT
series (Brown et al. 2020; Radford et al. 2019) pre-trained
by extensive text corpora exhibit superior language gen-
erative capabilities and interactivity. For 2D image recog-
nition, ViT (Dosovitskiy et al. 2020) and the multi-modal
CLIP (Radford et al. 2021) can also reveal strong visual gen-
eralizability and robustness. However, the full fine-tuning of
these large models normally requires substantial time and
computation resources. To alleviate this, many efforts on
parameter-efficient fine-tuning (PEFT) have been proposed
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Figure 1: Our Point-PEFT vs. Full Fine-tuning on Mod-
elNet40 (Wu et al. 2015) dataset. We compare the fine-
tuning of three popular pre-trained models, Point-BERT (Yu
et al. 2022), Point-MAE (Pang et al. 2022), and Point-
M2AE (Zhang et al. 2022a), where our Point-PEFT achieves
superior performance and parameter efficiency.

and applied in both language and image domains, signifi-
cantly reducing the consumption of tuning resources. The
principal concept involves freezing most trained parame-
ters in large models, and optimizing only the newly in-
serted PEFT modules on downstream tasks. The popular
techniques include adapters (Houlsby et al. 2019), prompt
tuning (Lester, Al-Rfou, and Constant 2021; Jia et al. 2022),
Low-Rank Adaptation (LoRA) (Hu et al. 2021), and side
tuning (Zhang et al. 2020).

In 3D domains, pre-trained models for point clouds have
also shown promising results, e.g., Point-MAE (Pang et al.
2022) and Point-M2AE (Zhang et al. 2022a). However, the
downstream adaption of these 3D transformers is dominated
by expensive full fine-tuning, and the specialized 3D PEFT
method still remains an open question. Therefore, inspired
by the success in language and 2D image domains, we ask
the following question: can we develop a PEFT framework
specialized for 3D point clouds with both efficiency and
effectiveness?

To tackle this issue, we propose Point-PEFT, a novel
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parameter-efficient fine-tuning framework for 3D pre-
trained models, as shown in Figure 1. Aiming at the sparse
and irregular characters of point clouds, we introduce a
Point-prior Prompt and a Geometry-aware Adapter, which
can efficiently incorporate downstream 3D semantics into
the pre-trained models. On different downstream 3D tasks,
we freeze most of the pre-trained parameters, and only fine-
tune the task-specific heads and our Point-PEFT compo-
nents, which we illustrate as follows:

 Point-prior Prompt. Before every transformer block,
we prepend a set of learnable prompt tokens to the input
point cloud tokens, which are enhanced by a proposed
point-prior bank with a parameter-free attention mecha-
nism. The bank is constructed by downstream training-
set 3D features, which enhances prompt tokens with
domain-specific 3D knowledge.

* Geometry-aware Adapter. Within each transformer
block, we insert the Geometry-aware Adapter after the
pre-trained self-attention layer and Feed-Forward Net-
works (FFN). As the pre-trained attention mainly ex-
plores long-range dependencies of the global shape, our
adapters are complementary to aggregate local geometric
information and grasp the fine-grained 3D structures.

With the proposed two components, our Point-PEFT
achieves better performance than full fine-tuning, while
utilizing only 5% of the trainable parameters. As an ex-
ample, for the pre-trained Point-MAE (Pang et al. 2022),
Point-PEFT with 0.8M parameters attains 94.2% on Mod-
elNet40 (Wu et al. 2015), and 89.1% on ScanObjectNN (Uy
et al. 2019), surpassing the full fine-tuning with 22.1M pa-
rameters by +1.0% and +1.0%, respectively. We also evalu-
ate Point-PEFT on other 3D pre-trained models with com-
petitive results and efficiency, e.g., Point-BERT (Yu et al.
2022) and Point-M2AE (Zhang et al. 2022a), which fully
indicates our generalizability and significance.

The contributions of our paper are as follows:

* We propose Point-PEFT, a specialized PEFT framework
for 3D pre-trained models, which achieves competitive
performance to full fine-tuning, and significantly reduces
the computational resources.

* We develop a Geometry-aware Adapter to extract fine-
grained local geometries, and a Point-prior Prompt with
parameter-free attention, leveraging domain-specific
knowledge to facilitate the downstream fine-tuning.

» Extensive experiments indicate the superior effectiveness
and efficiency of our approach, which has the potential to
serve as a 3D PETT baseline for future research.

Related Work

Pre-training in 3D Vision. The recent spotlight in the
3D domain has shifted from the supervised training (Qi
et al. 2017b) towards self-supervised pre-training method
due to the challenge of data scarcity. These approaches adopt
pretext tasks to pre-train large models, learning the latent
representations embedded within point clouds. When fine-
tuning on downstream tasks, such as classification (Wu et al.
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2015; Uy et al. 2019), segmentation (Yi et al. 2016; Zhu
et al. 2023), and 3D visual grounding (Guo et al. 2023a),
the pre-trained weights are optimized to acquire the knowl-
edge related to the task. Some prior works (Afham et al.
2022; Xie et al. 2020) utilize contrastive pretext tasks to
pre-train the model, discriminating the different views of a
single instance from views of other instances. Some con-
current works (Zhang et al. 2022b; Zhu et al. 2022; Zhang
et al. 2023d) follow a training-free paradigm, leveraging pre-
trained models like CLIP (Radford et al. 2021) for down-
stream tasks. More research works (Pang et al. 2022; Yu
et al. 2022) introduce the masked point modeling strategy
for a stronger 3D encoder. Point-BERT (Yu et al. 2022) em-
ploys a point tokenizer to obtain the point tokens. Then the
Encoder-Decoder architecture is used to model and predict
masked point tokens. Point-MAE (Pang et al. 2022) and
Point-M2AE (Zhang et al. 2022a) directly utilize MAE (He
et al. 2022), achieving superior representation capabilities.
Recently, I2P-MAE (Zhang et al. 2023c), Joint-MAE (Guo
et al. 2023b), ACT (Dong et al. 2022), and Point-Bind (Guo
et al. 2023c) integrate rich knowledge from pre-trained 2D
encoders to assist in 3D learning, indicating the potential
of introducing external guidance. Despite the success of
3D pre-training, the adaption for downstream tasks still de-
mands the resource-intensive full fine-tuning method. Thus,
we explore the PEFT techniques in the 3D domain for
parameter-efficient fine-tuning.

Parameter-efficient Fine-tuning. Given that the full fine-
tuning of large models is both computationally intensive and
resource-demanding, the Parameter-Efficient Fine-Tuning
(PEFT) approaches are proposed to address the challenge by
freezing the trained weights and introducing the newly train-
able modules. Various PEFT techniques have been proposed
with favorable performance, including adapters (Houlsby
et al. 2019; Gao et al. 2021; Zhang et al. 2023a; Gao et al.
2023), prompt tuning (Lester, Al-Rfou, and Constant 2021;
Jia et al. 2022; Zhang et al. 2023b), Low-Rank Adapta-
tion (LoRA) (Hu et al. 2021), bias tuning (Zaken, Ravfogel,
and Goldberg 2021). Specifically, the adapter tuning inserts
additional bottleneck-shaped neural networks within blocks
of the pre-trained model to learn task-specific representa-
tions. Prompt tuning facilitates task adaption by prepend-
ing natural language prompts or learnable prompt tokens
to the input. The LoRA technique employs a low-rank de-
composition approach to learn the adaptation matrix in each
block. Bias tuning achieves competitive performance by ad-
justing the model’s bias terms. In this paper, we propose a
PEFT framework specialized for the 3D domain, which in-
troduces a Point-prior Prompt and Geometry-aware Adapter.
Different from existing techniques for language and 2D im-
ages, the Point-prior Prompt utilizes domain-specific knowl-
edge to enhance the prompt tokens, and the Geometry-aware
Adapter grasps the local geometric information.

Method

We illustrate the details of our Point-PEFT framework for ef-
ficiently fine-tuning 3D point cloud pre-trained models. We
first present our overall pipeline in Section 3.1. Then, in Sec-
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Figure 2: Overall Pipeline of Point-PEFT. For efficiently fine-tuning a pre-trained 3D encoder, our Point-PEFT contains two
components: a Point-prior Prompt (P2-Prompt) in the first L blocks, which aggregates prior 3D knowledge from a P2-Bank
module, and a Geometry-aware Adapter inserted at the end of each block to effectively grasp the local geometric information.

tions 3.2 and 3.3, we respectively elaborate on the designs
for Point-prior Prompt and Geometry-aware Adapter.

Overall Pipeline

As shown in Figure 2, given a pre-trained 3D trans-
former Esp(-) with 12 blocks and a specific downstream
task, we freeze most of its parameters for fine-tuning,
and only update our introduced Point-PEFT modules, task-
specific heads, and all the bias terms within the transformer
blocks (Zaken, Ravfogel, and Goldberg 2021).

For an input point cloud PC, we follow the original
pipeline of the pre-trained transformer to first encode it into
M point tokens via the ‘Token Embed’ module, which nor-
mally consists of a mini-PointNet (Qi et al. 2017a). We de-
note the point tokens as Fy € RM*D where D denotes
the feature dimension of the transformer. Then, we prepend
our proposed K -length Point-prior Prompt, denoted as P €
REXP o these point tokens. Each token of P, is assigned
with a learnable 3D coordinate to indicate its spatial loca-
tion. Specifically, P is generated by a ‘P?-Prompt(+)’ mod-
ule, which takes the point cloud PC' as input, and aggregates
domain-specific knowledge from a constructed ‘P2-Bank’,
as shown in Figure 2. We formulate it as

Py = P?-Prompt(PC), (1)
Co = Concat (P, Fp) , 2)

where Cy € RUE+M)XD denotes the initial input tokens for
the first transformer block.

For the ¢-th transformer block (2 < 7 < 12), we denote
the point tokens from the last block as F;_;, and concate-
nate them with the Point-prior Prompt P;, which obtains C;
as the input tokens. Then, we feed C; into the pre-trained
self-attention layer and the Feed-Forward Networks (FFN)
with residual connections. After that, we adopt our intro-
duced Geometry-aware Adapter (‘GA-Adapter’) to encode
fine-grained local 3D structures, formulated as

C} = FFN(Self-Attn.(C;)),
F; = GA-Adapter(C}),

3
“
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where F; denotes the output point features from the ¢-th
block. Note that the prompt tokens are only adopted in the
earlier L blocks for better adapting shallower point features.
After all 12 transformer blocks, the learnable downstream
task head is adopted to produce the final predictions.

Point-prior Prompt
As shown in Figure 3 (a), our adopted prompt tokens P; for
the ¢-th transformer block are generated by a constructed
point-prior bank and parameter-free attention.

To create the bank, we employ the pre-trained 3D trans-
former E3p to encode all the point clouds in the downstream

training dataset 7, denoted as {PC’n}InT:ll. Then, we con-
catenate the training-set features along the sample dimen-
sion, and store them as the prior knowledge of the down-

stream 3D domain, formulated as

X = Concat ({ESD(PC,L)}LQI) e RITIXD (5

For the input point cloud PC, we also utilize the pre-
trained 3D transformer Esp to acquire its 3D feature, de-
noted as Fr € R, Then, we conduct the parameter-free
attention for Fr to adaptively aggregate informative seman-
tics from the point-prior bank X. In detail, the input point
cloud feature F serves as the query, and the pre-encoded
training-set features X of the point-prior bank serve as the
key and value. Within the attention mechanism, we first cal-
culate the cosine similarity S between the query and key,
formulated as

_ FrX T
[Fr| - X
The similarity .S denotes the attention scores of the input
point cloud to all prior training-set 3D knowledge. Subse-
quently, we sort the similarity S and obtain the top-(K — 2)
scores as Sx_o € R'™ (=2 Accordingly, we select the
corresponding (K — 2) training-set features in the value, de-
noted as X _o € RIK=2*D_On top of this, we aggregate

S e RYXITI, (6)
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Figure 3: Point-prior Prompt & Geometry-aware Adapter. (a) Point-prior Prompt. To generate the prompt token with 3D prior
knowledge, we construct a point-prior bank before fine-tuning, and conduct parameter-free attention for feature aggregation,
which adaptively enhances the learnable prompt token with domain-specific semantics. (b) Geometry-aware Adapter. Inserted
into every transformer block, the adapter aims to extract the fine-grained geometric information by local interactions.

the prior knowledge in Xx_o € RK—=2)xD
SK—Z S RlX(K72) as

F4 = Softmax(Sk_2) Xk —2,

weighted by

(N

where F'4 represents the input point cloud feature after ag-
gregating the prior knowledge from the point-prior bank.
After that, we concatenate the original feature F7rr with F'y
and X g _o to obtain a comprehensive representation of the
current point cloud and all its relevant 3D prior semantics,
which is then transformed by an MLP with bottleneck lay-
ers. We formulate it as

Pprior = MLP(Concat(FT, Fa, XK_Q)), 8)

where Pprior € REXP denotes the point prompt adaptively
generated by the point-prior bank.

For the i-th transformer block, we acquire the final Point-
prior prompt by element-wisely adding P,;, with a set of
learnable prompt tokens, R; € REXD formulated as

Pi = Rz + Pprior- (9)

The former component, R; denotes the learnable down-
stream knowledge specific to the i-th block, while the latter
adaptively enhances it by the prior domain-specific seman-
tics, contributing to better fine-tuning performance.

Geometry-aware Adapter

In the ¢-th transformer block, after being processed by the
pre-trained self-attention layer and FFN, the point tokens
C! € REHM)XD are fed into the Geometry-aware Adapter.
The adapter aims to grasp the fine-grained geometric in-
formation through local aggregation, complementary to the
pre-trained global interactions of the self-attention layer.

As shown in Figure 3 (b), the input C] is first trans-
formed by an MLP with bottleneck layers, obtaining 7T; €
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RE+M)XD Then, we adopt farthest point sampling (FPS)

to downsample the token number from (K + M) to N, de-
noted as T, which serves as a set of local centers. After that,
we acquire the neighboring points, 77, for each local center
by the k-nearest neighbor (k-NN) algorithm. We formulated
the above process as

Tf = FPS(T;) € RV*P,
T = k-NN(Tf, T;) € RV*kxD,

(10)
(1)

To grasp the fine-grained local semantics within each group,
T! is fed into a self-attention layer for intra-group inter-
actions. The weights of the self-attention layer are shared
across all transformer blocks, which effectively reduces the
trainable parameters. We formulate it as

T," = Self-Attn.(T;"). (12)

On top of this, we utilize a max pooling operation to inte-
grate the features within each local neighborhood, and con-
duct a weighted summation between the integrated features
and the original local-center features as

T;*" = MaxPool(T;™') 4 o - T}, (13)
where T, € RNV*P denotes the enhanced local-center fea-
tures with fine-grained geometries, and o denotes a balance
factor. Finally, referring to PointNet++ (Qi et al. 2017b), we
propagate 7;° from each local center to its corresponding k
neighboring points with a weighted summation as

T;' = Propagate(T;') + 3 - T}, (14)
where T} € RETM)XD and 3 denotes a balance factor.
After incorporating the fine-grained 3D semantics, 77 is fur-
ther processed by an MLP to obtain the output tokens of the
i-th block, F;.
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Method #Param (M) Acc. (%)
Training from Scratch
Point-NN 0.0 64.9
PointNet 3.5 68.0
PointNet++ 1.5 77.9
PointMLP 14.9 85.2
Point-PN' 0.8 87.1
Self-supervised Pre-training
Point-BERT 22.1 83.1
w/ Point-PEFT 0.6 85.0
197.4% +1.9
Point-M2AE 153 86.4
Point-M2AE' 153 88.1
w/ Point-PEFT* 0.7 88.2
195.4% +0.1
Point-MAE 22.1 85.2
Point-MAE T 22.1 88.1
w/ Point-PEFT* 0.7 89.1
196.8% +1.0

Table 1: Real-world 3D Classification on ScanObjectNN.
We report the number of learnable parameters (#Param) and
the accuracy (%) on the "PB-T50-RS” split of ScanOb-
jectNN. T indicates utilizing a stronger data augmenta-
tion (Zhang et al. 2023c) during fine-tuning.

Experiments

We evaluate the performance of our proposed Point-PEFT
framework for 3D shape classification. We utilize three
pre-trained models (Point-BERT (Yu et al. 2022), Point-
MAE (Pang et al. 2022), and Point-M2AE (Zhang et al.
2022a)) as our baselines. Please refer to the Supplementary
Material (Tang et al. 2023) for experiments of part segmen-
tation and additional ablation studies.

Experimental Settings

ScanObjectNN. The ScanObjectNN (Uy et al. 2019)
dataset is a real-world 3D point cloud classification dataset,
containing about 15,000 3D objects from 15 distinct cate-
gories. We focus on the hardest "PB-T50-RS” split, where
the rotation (R) and scaling (S) augmentation methods are
applied to objects. For all considered models, we employ the
AdamW optimizer (Loshchilov and Hutter 2017) coupled
with a cosine learning rate decay strategy. The initial learn-
ing rate is set as 0.0005, with a weight decay factor of 0.05.
We fine-tune the models in 300 epochs, utilizing a batch size
of 32. As shown in Table 1, t indicates that the fine-tuning
utilizes a stronger data augmentation in I2P-MAE (Zhang
et al. 2023c¢), including random scaling, translation, and ro-
tation. Otherwise, we only adopt random scaling and trans-
lation. Respectively for Point-BERT, Point-MAE, and Point-
M2AE, we set the prompting layers and prompt length (L,
K)as (6, 5), (6, 10), and (15, 16).

ModelNet40. The ModelNet40 dataset (Wu et al. 2015)
comprises a total of 12,311 3D CAD models across 40 cat-
egories. The point cloud objects are complete and uniform.
For experiments on ModelNet40, we adopt the same fine-
tuning settings as ScanObjectNN. For all models, we adopt
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Method #Param (M) Acc. (%)
Training from Scratch
Point-NN 0.0 81.8
PointNet 35 89.2
PointNet++ L5 90.7
PointCNN 0.6 922
DGCNN 1.8 92.9
PCT 29 93.2
Point-PN 0.8 93.8
PointMLP 14.9 94.1
Self-supervised Pre-training
Point-BERT 22.1 92.7
w/ Point-PEFT 0.6 93.4
197.4% +0.7
Point-M2AE 153 934
w/ Point-PEFT 0.6 94.1
196.1% +0.7
Point-MAE 22.1 93.2
w/ Point-PEFT 0.8 94.2
196.4% +1.0

Table 2: Synthetic 3D Classification on ModelNet40. We re-
port the number of learnable parameters (#Param) and the
accuracy (%) on ModelNet40. Note that, during the testing
process, we do not employ the voting strategy.

the default data augmentation random scaling and transla-
tion. Respectively for Point-BERT, Point-MAE, and Point-
M2AE, we set the prompting layers and prompt length (L,
K) as (9, 16), (12, 16), and (15, 16). Note that, during the
testing process, we do not employ the voting strategy.

Quantitative Analysis

Performance on ScanObjectNN. As shown in Table 1,
our Point-PEFT framework surpasses the full fine-tuning
method with less than 5% trainable parameters. The im-
provements brought by our framework are +1.9%, +0.1%,
and +1.0% for Point-BERT, Point-M2AET, and Point-MAE'
respectively, indicating our great advantages under complex
3D scenes by the extracted fine-grained geometric informa-
tion. Compared to the full fine-tuning method, our Point-
PEFT framework has the stronger ability to be adapted to
the tasks related to the real-world scanned objects by pre-
trained prior knowledge.

Performance on ModelNet40. As shown in Table 2, em-
ploying our Point-PEFT framework with less than 4% learn-
able parameters, we achieve performances of 93.4%, 94.1%,
and 94.2% for Point-BERT, Point-M2AE, and Point-MAE
respectively with the gains of +0.7%, +0.7%, and +1.0%.
These results point out the effectiveness of our framework
in handling the sparse and irregular point cloud features. For
the synthetic point cloud objects, the Point-PEFT framework
could grasp the global shape and understand the local 3D
structures concurrently.

Ablation Study

In this section, we conduct extensive ablation studies to ex-
plore the effectiveness of different components within our
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Method #Param (M) Acc. (%)
Full Fine-Tuning 22.1M 88.1
Prompt Tuning 03M 83.6
Adapter Tuning 04 M 86.7
LoRA 04M 86.3
Bias Tuning 0.3 M 85.0
Point-PEFT 0.7M 89.1

Table 3: Ablation Study on Different PEFT Methods.

Point-prior Prompt ~ GA-Adapter  Bias Tuning | Acc. (%)
- 88.1
v - 84.7
v 87.6
v v - 88.6
v v v 89.1

Table 4: Ablation Study on Main Components.

Point-prior Bank  Learnable Positions ‘ Acc. (%)

- - 87.9
v - 88.4
v v 89.1

Table 5: Ablation Study on Point-prior Prompt.

Point-PEFT framework. We adopt Point-MAET as the pre-
trained model, and report the classification accuracy (%) on
the "PB-T50-RS” split of the ScanObjectNN dataset.

Comparison to Traditional PEFT Methods. As shown
in Table 3, our Point-PEFT framework can surpass conven-
tional PEFT techniques with huge gains, e.g., +5.5% over
Prompt Tuning, +2.4% over Adapters, +2.8% over Low-
Rank Adaptation (LoRA), and +4.1% over Bias Tuning. The
comprehensive experiments have exhibited the superiority
of our framework over the traditional PEFT methods, indi-
cating that our proposed method effectively integrates 3D
domain-specific knowledge into the PEFT framework. In
contrast to the PEFT techniques in language and 2D image
domains, our framework focuses more on the complex and
irregular point cloud structures, specifically designed for 3D.

Effectiveness of Main Components. As shown in Ta-
ble 4, to substantiate the effectiveness of each component,
we conduct the ablation experiments by incrementally in-
troducing components to the baseline (Point-MAET model)
until the complete Point-PEFT framework. The first row in-
dicates the baseline with the transformer encoder, and the
last row represents the complete structure of the Point-PEFT
framework. Introducing either the Point-prior Prompt or
the Geometry-aware Adapter component leads to a certain
degree of performance degradation compared to full fine-
tuning. When both components are utilized, the performance
has been improved to 88.6% with a gain of +0.5%. Fur-
ther adding Bias Tuning can result in an additional +0.5%

5176

89.0
88.72
3 885
~ 88.41
>
2 88.0
=
S 8775 87.47
< 875 :
@ Prompt Length =5
87.0 Prompt Length =10
Prompt Length =15
l
L1 L6 Lg L12
Prompt Depth
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Local Aggregation  Self-Attn.  Final-MLP | Acc. (%)
- - - 87.0
v - - 88.2
v v - 88.7
v v v 89.1

Table 6: Ablation Study on Geometry-aware Adapter. ‘Local
Aggregation’ refers to the FPS, k-NN, pooling, and propa-
gation operations in the adapter.

improvement. Therefore, the experiments indicate the effec-
tiveness of each design within the Point-PEFT framework.

Effects of Prompt Length and Depth. In Figure 4, we
ablate the number of earlier layers applying the prompt to-
kens (‘Prompt Depth’) and the ‘Prompt Length’. As shown,
longer prompt tokens don’t necessarily lead to better perfor-
mance. For different prompt depths, the length of 10 almost
yields the best results, indicating that a moderate length is
the most appropriate for 3D prompt learning. In addition,
the optimal depth varies with different prompt token lengths.
Notably, the insertion of prompt tokens in all blocks fails
to bring significant performance improvement. Introducing
them in a certain number of earlier blocks is the preferable
strategy, suggesting that prompt tokens in earlier layers carry
more significance than those in later ones.

Components of Point-prior Prompt. As shown in Ta-
ble 5, we investigate the effects of the point-prior bank and
the learnable coordinates for the Point-prior Prompt. The
first row represents that we only utilize the learnable prompt
tokens, which are randomly initialized before training. The
last row shows the complete structure of the Point-prior
Prompt. By constructing the point-prior bank with the 3D
domain-specific semantics to enhance the prompt tokens,
our method achieves a performance gain of +0.5%, indicat-
ing the importance of prior knowledge enhancement. The as-
signment of the shared learnable coordinates boosts +0.7%
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Figure 5: Visualization of the Captured Fine-grained Infor-
mation. We visualize the point feature responses respec-
tively for the pre-trained model, the full fine-tuning method,
and our proposed Point-PEFT. The red color indicates higher
responses.

in performance, which represents the spatial locations of the
prompt tokens. The coordinates enable the prompt tokens
to engage in the local interactions of the Geometry-aware
Adapter alongside the features. The experiments confirm the
effectiveness of each component in the Point-prior Prompt to
leverage the prior 3D semantics for downstream tasks.

Components of Geometry-aware Adapter. In Table 6,
we conduct ablation studies by incrementally introducing
components of our Geometry-aware Adapter. The first row
signifies the baseline adapter, consisting of only an MLP
with bottleneck layers. The last row indicates the complete
structure of the Geometry-aware Adapter. By integrating
the local-aggregation operations, comprised of FPS, k-NN,
pooling, and propagation operations, our approach achieves
a significant performance improvement of +1.7%. These op-
erations effectively extract the 3D fine-grained structures of
local neighborhoods. The self-attention layer brings an ad-
ditional performance gain of +0.5%, boosting the percep-
tion of fine-grained geometric information through the intra-
group feature interactions. Lastly, by introducing the final
bottleneck-layer MLP to further process point cloud fea-
tures, the performance is improved by +0.4%. The exper-
iments fully demonstrate the effectiveness of each compo-
nent in our Geometry-aware Adapter to aggregate the lo-
cal geometric information, which is complementary to the
global attention in pre-trained 3D models.

Visualization

Fine-grained Geometric Information. The Geometry-
aware Adapter captures local geometric knowledge through
the interactions within local regions. In Figure 5, we visual-
ize the feature responses based on Point-MAE. In each row,
we show the responses for the pre-trained model, the full
fine-tuning method and our Point-PEFT respectively, where
warm colors indicate the high responses. As shown, com-
pared with others’ randomly focusing on the less signifi-
cant parts or concentrating consistently on the whole object,
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Figure 6: Visualization of Different Prompt Tuning Meth-
ods. For the three rows, we respectively visualize the atten-
tion scores of the [CLS] token, the learnable prompt token,
and the Point-prior prompt token to other point cloud tokens.
The pink color indicates higher values.

our Point-PEFT more focuses on the discriminative parts of
the objects, such as the wings and engines of airplanes, the
brackets and shades of lamps, which are critical for distin-
guishing similar 3D shapes. This indicates that our Point-
PEFT with the Geometry-aware Adapter not only empha-
sizes global information but also boosts the understanding
of the fine-grained crucial structures.

Different Prompt Tuning Methods. The Point-prior
Prompt utilizes 3D domain-specific knowledge from the
point-prior bank to enhance the prompt tokens. In Fig-
ure 6, we respectively visualize the attention scores of the
[CLS] token, the learnable prompt token, and the Point-prior
prompt token to other point cloud tokens, where the pink
color indicates higher values. As illustrated, the [CLS] to-
ken grasps useless information, and the learnable prompt
tokens fail to capture the crucial 3D semantics. Compared
with them, our proposed Point-prior Prompt tokens focus
more on the salient and important object parts, such as the
fuselages and tails of airplanes, the entire shades of lamps,
and the backrests and legs of chairs, which indicates that the
Point-prior Prompt with prior pre-trained semantics effec-
tively grasps the critical information and further benefits 3D
point cloud understanding.

Conclusion

In this paper, we introduce Point-PEFT, a parameter-
efficient fine-tuning framework specialized for pre-trained
3D models. Our approach achieves comparable performance
to full fine-tuning on downstream tasks, while significantly
reducing the number of learnable parameters. The frame-
work consists of a Geometry-aware Adapter and a Point-
prior Prompt. The Geometry-aware Adapter leverages local
interactions to extract fine-grained geometric information.
The Point-prior Prompt utilizes pre-trained semantic infor-
mation to enhance the prompt tokens. Extensive experiments
validate the effectiveness of Point-PEFT. We expect Point-
PEFT can serve as a baseline for future 3D PEFT research.
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