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Abstract

Great progress has been made in learning-based object de-
tection methods in the last decade. Two-stage detectors of-
ten have higher detection accuracy than one-stage detectors,
due to the use of region of interest (RoI) feature extractors
which extract transformation-invariant RoI features for dif-
ferent RoI proposals, making refinement of bounding boxes
and prediction of object categories more robust and accurate.
However, previous RoI feature extractors can only extract in-
variant features under limited transformations. In this paper,
we propose a novel RoI feature extractor, termed Semantic
RoI Align (SRA), which is capable of extracting invariant RoI
features under a variety of transformations for two-stage de-
tectors. Specifically, we propose a semantic attention module
to adaptively determine different sampling areas by leverag-
ing the global and local semantic relationship within the RoI.
We also propose a Dynamic Feature Sampler which dynam-
ically samples features based on the RoI aspect ratio to en-
hance the efficiency of SRA, and a new position embedding,
i.e., Area Embedding, to provide more accurate position in-
formation for SRA through an improved sampling area rep-
resentation. Experiments show that our model significantly
outperforms baseline models with slight computational over-
head. In addition, it shows excellent generalization ability and
can be used to improve performance with various state-of-
the-art backbones and detection methods. The code is avail-
able at https://github.com/cxjyxxme/SemanticRoIAlign.

Introduction
As a fundamental computer vision task, object detection
aims to locate and recognize objects of interest in input
images. In the last decade, great progress has been made
in learning-based object detection methods, making them
widely useful in our daily uses, such as face recognition,
text detection, pedestrian detection, among others.

Most existing detection methods can be grouped into two
categories, i.e., one-stage detectors (Liu et al. 2016; Red-
mon et al. 2016) and two-stage detectors (Ren et al. 2015;
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Figure 1: Previous RoI feature extractor versus the proposed
Semantic RoI Align (SRA). Top: RoI Pooling samples each
feature in some specific positions, making extracted RoI fea-
tures sensitive to object poses. Bottom: SRA samples each
feature from different semantic regions, making it capable
of extracting invariant RoI features under various transfor-
mations including object pose transformation.

He et al. 2017). One-stage detectors directly predict objects
with a single neural network in an end-to-end manner. In
contrast, two-stage detectors first propose a list of object
proposals and then predict the proposals’ labels and refine
bounding boxes with extracted RoI features of each pro-
posal. RoI features provide better transformation-invariance
for different proposal regions and using them can thus bet-
ter refine bounding boxes and predict the category of each
proposal in the second stage of a two-stage detector. In this
paper, we mainly focus on improving the RoI feature extrac-
tor for two-stage detectors.

Similar objects may show great appearance differences
in images due to different environmental conditions, object
poses, etc., making detection difficult to be generalizable
under various transformations (Girshick 2015). Therefore,
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many RoI feature extractors aim to extract transformation-
invariant object features. RoI Pooling (Girshick 2015) is the
pioneering work for RoI feature extraction, which pools fea-
tures in a fixed number of sub-regions of the RoI and ob-
tains scale-invariant features. RoI Align (He et al. 2017)
further improves the positional accuracy of RoI Pooing via
bilinear interpolation. RoI Transformer (Ding et al. 2019)
extracts rotation-invariant features by rotating sampling po-
sitions with a regressive rotation angle. However, previous
methods cannot extract invariant features for more com-
plex transformations like perspective transformation and ob-
ject pose transformation. Though there exist works like De-
formable RoI Pooling (DRoIPooling) (Dai et al. 2017; Zhu
et al. 2019) that can extract invariant features under some
complex transformations by adaptively adding a regressive
offset to each sampling position, experiments show that it
only achieves invariance under scaling transformation and
cannot easily be extended to handle others such as rotation.
This is because the sampling position offsets are regressed
with convolutional networks, which need to be trained with
transformed data (Krizhevsky, Sutskever, and Hinton 2012)
and different transformations would require different kernels
since the same position of a convolutional kernel may cor-
respond to different object regions when the object is trans-
formed under different transformations.

In this paper, we regard different transformations like per-
spective and pose transformations as being comprised of
spatial transformations of different semantic parts, while
also considering that high-level features of semantic regions
are more stable under varying transformations. From this
perspective, we propose a Semantic RoI Align (SRA) to ex-
tract transformation-invariant RoI features by sampling fea-
tures from different semantic regions. RoI Pooling samples
features at specific locations in a RoI. A limitation of such
sampling can be seen from the example shown in Figure 1
(top row); the 4-th sampling location extracts features of the
background in the red RoI, whereas that location extracts
features of a player’s leg in the blue RoI. Such sampling
loses invariance under pose transformations. In contrast, in
our proposed SRA, we design a semantic attention module
to obtain different semantic regions by leveraging the global
and local semantic relationship within the RoI. Then we
sample features from the semantic regions, and concatenate
the sampled features as the RoI feature which is semantic-
aware and transformation-invariant.

Since the computational efficiency of SRA determined
by the feature sampling resolution, we propose a Dynamic
Feature Sampler to dynamically sample features accord-
ing to the aspect ratio of different RoIs, which speeds up
SRA while minimizing the impact on accuracy. Further-
more, previous positional embedding methods (Zhao, Jia,
and Koltun 2020) only encode information of the sampling
center, which cannot accurately represent regional informa-
tion. We thus propose a new positional embedding, namely
Area Embedding, which embeds positions in a sampling
area into a fixed-length vector, providing more accurate po-
sition information. SRA can replace the RoI feature extrac-
tor in most two-stage detectors and brings higher detection
accuracy with a slight overhead in the number of network

parameters and computation.
By using SRA as RoI feature extractor for Faster R-

CNN (Ren et al. 2015), our method achieves 1.7% higher
mAP in the COCO object detection task with only addi-
tional 0.2M parameters and 1.1% FLOPs compared to the
baseline model. Meanwhile, it also exceeds other RoI fea-
ture extractors with less computational overhead. To verify
the generalizability of SRA, we equip it to various state-of-
the-art backbones and detection methods. Results show that
SRA can consistently boost their detection accuracy.

In summary, our contributions are:
• a novel RoI feature extractor, i.e., Semantic RoI Align,

which is able to extract transformation-invariant RoI fea-
tures and can be plugged into most two-stage detectors to
improve detection accuracy with little extra cost,

• a Dynamic Feature Sampler which makes SRA imple-
mentation efficient, and an Area Embedding which pro-
vides more comprehensive and accurate information of
sampled positions.

• Extensive experiments that demonstrate the superiority
of the SRA and its great generalizability to various state-
of-the-art backbones and detection methods.

Related Work
Object Detection and RoI Feature Extractors
In recent years, deep learning techniques are dominant in
object detection. Most deep object detection methods can
be categorized into two types: one-stage detectors (Redmon
et al. 2016) and two-stage detectors (Girshick 2015). Faster
R-CNN (Ren et al. 2015) is a two-stage network with a
Regional Proposal Network (RPN) predicting multiple RoI
proposals; RoI features are then extracted by an RoI feature
extractor to predict object bounding boxes and categories in
the second-stage network. Mask R-CNN (He et al. 2017)
proposed a general framework for object instance segmenta-
tion tasks. Dynamic head (Dai et al. 2021) proposed to use
scale, spatial, and task-aware attention mechanisms to im-
prove detection accuracy.

RoI feature extractors are used to extract transform-
invariant features in two-stage detectors, so that the second-
stage network can refine the bounding boxes and predict
object categories more accurately. RoI Pooling (Girshick
2015) performs scale-invariant feature extraction by divid-
ing the RoI into a fixed number of bins, pooling the features
in each bin, and concatenating them into a vector of fixed
size. RoI Align (He et al. 2017) uses bilinear interpolation
to more accurately extract features. RoI Transformer (Ding
et al. 2019) extracts rotation-invariant features by correcting
the extracted features using a learned rigid transformation
supervised by ground-truth oriented bounding boxes. How-
ever, these methods only model features invariant to rigid
transformations, while ignoring non-rigid transformations.
Deformable RoI Pooling (Dai et al. 2017; Zhu et al. 2019)
extracts features by adding a regressive offset to each sam-
pling position of RoI Pooling. Our experiments show that it
can only extract invariant features under scale transforma-
tion which could be due to its learning the regressive off-
set by convolution, making it hard to generalize to other
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Figure 2: The network architecture of our Semantic RoI Align.
⊗

means matrix multiplication, and
⊕

means concatenation.

transformations. RoIAttn (Liang and Song 2022) proposes
to enhance the RoI features by passing them through multi-
ple self-attention layers. However, simply doing so is lim-
ited w.r.t. the ability to obtain invariant RoI features for
two reasons: 1) performing self-attention on RoI Align ex-
tracted features has more limited flexibility than sampling on
the original feature map, 2) the regression ability of typical
self-attention is insufficient for identifying specific semantic
regions under different transformations. Our SRA obtains
different semantic regions with a novel semantic attention
structure by leveraging the global and local semantic rela-
tionship within the RoI. We then sample the RoI features
from the semantic regions, which makes it easy to achieve
invariance under more diverse transformations, and thus ob-
tain higher detection accuracy than existing methods.

Attention Mechanism

In computer vision, attention can be regarded as an adaptive
process, which mimics the human visual system’s ability to
focus on important regions. RAM (Mnih et al. 2014) is the
pioneering work to introduce the attention concept in com-
puter vision. After that, there have been some works (Hu,
Shen, and Sun 2018; Zhao, Jia, and Koltun 2020) explor-
ing the use of attention mechanisms for different com-
puter vision tasks. Recently, transformer networks, which
have achieved great success in natural language process-
ing (Vaswani et al. 2017), are explored in computer vi-
sion and have shown great potential. ViT (Dosovitskiy et al.
2020) is the first work to bring transformer into computer vi-
sion by regarding a 16×16 pixel region as a word and an im-
age as a sentence. Due to the strong modeling capability of
visual transformer networks, they have been applied to vari-
ous vision tasks such as image recognition (Liu et al. 2021;
Guo et al. 2022), object detection (Carion et al. 2020; Yang
et al. 2021), etc. In this paper, we introduce a novel seman-
tic attention mechanism to capture invariance RoI features
under more variety of transformations.

Methodology
In this section, we will first introduce the general architec-
ture of the proposed Semantic RoI Align (SRA). Next, we
will detail how the semantic masks of SRA are obtained.
We will then present a dynamic feature sampling method to
dynamically sample features for SRA according to different
RoI aspect ratios, which improves model accuracy and effi-
ciency. Finally, the proposed Area Embedding is introduced
to replace the previous position embedding, so as to provide
more accurate position information for the model.

Semantic RoI Align
The pipeline of the proposed Semantic RoI Align (SRA) is
shown in Figure 2. The SRA extracted RoI feature of an ob-
ject consists of N sub-features, each of which is sampled
in a specific semantic region, making the sampling position
adaptive to image transformations, and thereby improving
the transformation-invariance. In Figure 3, we visualize par-
tial semantic masks (left 5 columns) produced by our SRA
for 3 RoI proposals (one for each row). The semantic sam-
plings of SRA can sample on the same semantic parts for
the object under different perspective transformations such
as rotation (top row and middle row) and object pose trans-
formations (top row and bottom row), giving the extracted
RoI feature better transformation-invariance, and thus being
beneficial to bounding boxes regression and semantic labels
prediction in the second-stage network.

The inputs of SRA are a feature map F with shape
(C,H,W ) where C, H and W represent the number of
feature channels, height, and width of the feature map, re-
spectively, and a list of RoI proposals R = {Ri} where
Ri = {xi,0, yi,0, xi,1, yi,1} indicates a bounding box in the
feature map with (xi,0, yi,0) and (xi,1, yi,1) being the coor-
dinates of the top left corner and the bottom right corner, re-
spectively. For each RoI proposal Ri, SRA first exploits the
Dynamic Feature Sampler to sample a feature map fi from
the input feature map F with the bounding box Ri. We then
obtain N semantic masks mi = {mi,n}, 1 ≤ n ≤ N , which
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Figure 3: Semantic sampling masks of SRA (columns 1 to
5), sampling locations of DRoIPooling (Zhu et al. 2019)
(column 6), and sampling mask of directly passing features
extracted by RoI Align through a standard self-attention
layer (column 7). Each row represents an RoI in an im-
age. The object in the middle row is rotated by 30 degrees
from the top row, and the bottom row shows another object
of the same class as the top row. Red and yellow sampling
masks are overlaid on images and the sampling locations of
DRoIPooling are indicated with different colors.

have the same size as fi. The output transformation-invariant
RoI feature yi of our SRA is finally obtained by sampling fi
using the semantic masks mi. More specifically, yi is calcu-
lated as the weighted sum of fi elements using mi elements
as weights:

yi(n, c) =

hi∑
j=1

wi∑
k=1

fi(c, j, k) ·mi,n(j, k),

for all n ∈ {1, ..., N}, c ∈ {1, ..., C},

(1)

where hi, wi are the height and width of feature map fi.
Next, we will introduce how the semantic masks mi are es-
timated in the SRA.

Obtaining Semantic Masks
The pipeline of obtaining semantic masks of SRA is also
shown in Figure 2. The goal of SRA is to generate N sepa-
rable semantic part masks mi for the input RoI proposal Ri

and the sampled feature map fi. To achieve this, we want
the value of mi,n(j, k) to be positively correlated with the
likelihood that position (j, k) in Ri belongs to the n-th se-
mantic part of the object in Ri. Let us denote that likeli-
hood as m′

i,n(j, k). The likelihood is related to two factors,

namely, 1) what it is in Ri, and 2) what it is at the position
(j, k) of Ri. The former is expressed by a K-dimensional
RoI descriptor di representing the overall features of Ri,
and the latter is characterized by a semantic feature map
si with shape (K,hi, wi) meaning the semantic feature at
different positions in Ri. To make the final RoI feature
computed based on Eq. 1 transformation-invariant, the mi

should transform accordingly when the object transforms.
Therefore, we obtain the likelihood m′

i by using a same re-
gressor at different positions (j, k):
m′

i,n(j, k) = ξn([di, si(:, j, k)]),

for all n ∈ {1, ..., N}, j ∈ {1, ..., hi}, k ∈ {1, ..., wi},
(2)

where the ξ are N learnable sub-mask regressors, each
composed of two lots of Norm-ReLU-Linear, [·, ·] means
the concatenate operation, and si(:, j, k) represents the se-
mantic feature in the position (j, k). By doing so, if some
transformation of the object causes the feature at position
(j, k) to move to position (j′, k′), the transformed masks
m̂i,n(j

′, k′) = ξn([d̂i, ŝi(:, j
′, k′)]) will have similar value

with mi,n(j, k), since the transformed d̂i and ŝi(:, j′, k′) are
similar to di and si(:, j, k), respectively. This means the se-
mantic masks transform accordingly with the transforma-
tion. We obtained si by performing a 1×1 convolution on
fi, and we explored various forms of the RoI Descriptor Re-
gressor to obtain di:

- Concatenation: di = ψ(Flatten(fi))

- Maximum: di = ψ(
hi

max
j=1

wi
max
k=1

fi,(:,j,k))

- Average: di = ψ(
1

hi × wi

hi∑
j=1

wi∑
k=1

fi,(:,j,k))

(3)

Here ψ is a linear layer with K output channels.
Sampling features based on semantic masks may cause

the model to lose position information, which is important
for the object detection task. We thus use a position embed-
ding pi (see (Zhao, Jia, and Koltun 2020)) to provide posi-
tion information for the model, and use positional embedded
m′

i,n(j, k) = ξn([di, si(:, j, k), pi(:, j, k)]) instead of Eq. 2.
The pi is obtained by performing a 1×1 convolution with
output channels of P on p′i, where p′i with shape (2, hi, wi)
is the relative position of each position in the RoI, and is
normalized to [−1, 1]:

p′i(1, j, k) =j/hi × 2− 1,

p′i(2, j, k) =k/wi × 2− 1,
(4)

The semantic masks mi is then obtained by mi =
softmax(m′

i · γ), where γ is an amplification factor that
amplifies the backpropagation response of masks, and the
softmax acts on the last two dimensions to ensure the sum
of each mask to 1. Finally, the output RoI feature yi is ob-
tained by summing up elements of fi weighted by the N
semantic masks mi as shown in Eq. 1.

Dynamic Feature Sampler
In SRA, the semantic masks mi are estimated via the sub-
sampled feature map fi, and thus the computational over-
head of SRA is proportional to the input size of fi, i.e.
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(b) Fixed size(a) Original size (c) Dynamic size

Figure 4: Different methods to determine the size of the sub-
sampled feature map. (a) Using a size that is the same res-
olution as the original feature map is costly as it results in
too many samples. (b) Using a fixed size may cause the as-
pect ratio of the region represented by each sub-sampled fea-
ture to be inconsistent for different RoIs, which we believe
is harmful to the model, e.g. a ratio of approximately 2 for
the upper RoI and 0.5 for the lower RoI. (c) Our Dynamic
Feature Sampler overcomes the limitations of the above two
methods, yielding both consistent and limited samples.

hi × wi. The size of feature map fi can be set to different
values for different RoIs. A straightforward solution is to set
the size to the original resolution ofRi. However, this would
lead to a large computational cost for some large RoIs. An-
other way is to set the size to a fixed value. However, as
shown in Figure 4(b), this may cause the aspect ratio of the
region represented by each feature of fi to be inconsistent
for different RoIs, and experiments show that this will lead
to loss of accuracy. To balance sampling quality and compu-
tational efficiency, we propose a Dynamic Feature Sampler
to select the size of fi for each proposal, which keeps the
aspect ratio of each sub-sampled region close to 1, and has a
limited size. Specifically, for each RoI Ri, we pick the size
that has the closest aspect ratio to Ri while not exceeding a
maximal areaM . Mathematically, this can be formulated as:

hi, wi = argmin
(h′,w′)∈Z+

2

with h′·w′≤M

∣∣∣∣ h′w′ −
xi,1 − xi,0
yi,1 − yi,0

∣∣∣∣ . (5)

The sub-sampled feature map fi is then obtained by dividing
Ri region of F into hi×wi blocks and averaging the feature
values in each block. With the Dynamic Feature Sampler,
our SRA yields a good performance with a small computa-
tional overhead.

Area Embedding
In Eq. 4, we use position embedding of each grid center in
the mask to provide sampling position information to the
model. However, as shown in Figure 5(a), since we use a dy-
namic way to determine the size of the sub-sampled feature
map, the same center position may represent different sam-
pling areas. We thus propose Area Embedding to encode the

Figure 5: Schematic diagram comparison of traditional Po-
sition Embedding and proposed Area Embedding. (a) Po-
sition embedding only embeds the coordinates of the sam-
pling center, while the same center position may represent
different sampling areas. (b) Our Area Embedding embeds
the entire sampling area.

sampled area of each point in the output feature with two
fixed-length vectors, each representing both the position and
the coverage on the horizontal and vertical axes. We set the
length of this vector to M , which is the maximal number
of samples per axis. For each point (j, k) ∈ Z2 sampled by
SRA, we calculate p′i by:

p′i(1 · · ·M, j, k) =Upsample (OneHot(j;hi);M) ,

p′i((M + 1) · · · 2M, j, k) =Upsample (OneHot(k;wi);M) .
(6)

where the OneHot(b; a) operator takes an integer b less or
equal to a as input and produces the one hot embedding of
b within a vector of length a, and Upsample(v;M) upsam-
ples vector v to a M -sized vector. The upsampling method
can vary; in Figure 5, we use nearest sampling for conve-
nience of illustration, while in our experiments we use lin-
ear sampling for higher accuracy. The Area Embedding pro-
vides the model more accurate sampling position informa-
tion and experiments show that it improves the accuracy of
the model.

Experiments
We conduct our experiments on the MS COCO dataset (Lin
et al. 2014), and use the train2017 for training and use the
val2017 and the test2017 for testing. We report the stan-
dard COCO evaluation metrics including mean Average Pre-
cision (AP) under different Intersection over Union (IoU)
thresholds and at different object scales, denoted as AP for
the object detection task and APm for the instance segmen-
tation task. Our model is implemented based on Jittor (Hu
et al. 2020) and JDet1 library. The implementation details of
our model are given in the supplementary material.

Ablation Studies
We first conduct a series of ablation experiments to verify
the effectiveness of each part of the proposed model. The
ablation experiments are conducted on the object detection
task using the MS COCO validation set. We couple our pro-
posed feature extractor with Faster-RCNN using ResNet-50
as the backbone. RoI Align (He et al. 2017) is used as our
baseline model, if not specifically mentioned.

1https://github.com/Jittor/JDet
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Method AP AP50 AP75 APS APM APL Params FLOPs
RoI Align 37.5 58.2 40.8 21.8 41.1 48.1 41.8M 340.9G
DRoIPooling 37.9 59.4 41.8 22.4 41.4 49.3 149.4M 349.0G
w/ Conv. 36.4 57.4 39.6 21.5 40.0 46.9 71.9M 350.1G
w/ SA 37.6 58.0 40.8 20.9 41.1 48.7 42.7M 348.1G
SRA (Ours) 39.2 59.6 42.6 22.5 42.6 51.9 42.0M 344.2G

Table 1: Results of comparative and ablation experiments
between our SRA and baseline models.

The Effectiveness of SRA. To verify the effectiveness of
the proposed SRA, we replaced it with RoI Align and Mod-
ulated Deformable RoI Pooling (DRoIPooling) (Zhu et al.
2019). The results in Table 1 show that, our model outper-
forms the baseline model by 1.7% AP with a minor com-
putational and parameters cost, and also outperforms the
DRoIPooling by 1.3% AP with a much smaller model.

We also compared SRA with two other baselines, by per-
forming some simple operations on the features extracted
by RoI Align: applying a convolutional layer on the fea-
tures to obtain the sampling masks and re-sampling the fea-
tures with these masks (denoted as “w/ Conv.”), as well as
directly passing the features through a standard multi-head
self-attention layer (Vaswani et al. 2017) (denoted as “w/
SA”). The results in Table 1 show that our model achieves
a gain of 2.8% and 1.6% in AP, respectively, with a smaller
number of parameters and FLOPs. This improvement can be
attributed to its enhanced capability in identifying consis-
tent semantic parts across diverse transformations, leading
to better transformation-invariance.

We also visualize some samplings of SRA, DRoIPooling,
and “w/ SA” in Figure 3. Rows 1 & 2 together show how
samplings respond to different transformations of the same
object, while rows 1 & 3 together indicate how samplings
respond to different objects of the same class. We found the
sampling masks of SRA (columns 1 to 5) can be divided
into two classes. The first class samples on different seman-
tic parts. For example, columns 1-4 show the samples on the
human’s feet, head, and body, and around the human, respec-
tively. The second class of sampling is for positioning, which
is only activated in certain positions. For example, the 5th
column is only activated on the bottom position of the RoI.
Our semantic samplings can sample on the same semantic
parts for the object under different transformations, which
gives the extracted RoI feature better transformation invari-
ance. In comparison, the sampling locations of DRoIPool-
ing (column 6 of Figure 3) are distributed mostly inside
the object as the object transforms, however, they will not
vary accordingly with object pose transformations. Taking
3 samplings (in column 6) as an example, in the top row
and middle row, the circles numbered from 1 to 3 do not
rotate with the object, which means DRoIPooling can not
always achieve transformation-invariance under some com-
plex transformations like rotation. Also, simply passing fea-
tures through a self-attention layer (w/ SA, column 7 of Fig-
ure 3) cannot ensure sampling on the same semantic parts,

D S A AP AP50 AP75 APS APM APL

✓ ✗ ✗ 31.4 52.2 32.7 17.8 35.1 40.0
✗ ✓ ✗ 36.2 57.5 38.6 21.0 39.8 46.6
✗ ✗ ✓ 37.3 58.3 40.7 21.5 41.0 48.1
✗ ✓ ✓ 38.9 59.3 42.3 22.5 42.5 51.3
✓ ✗ ✓ 37.4 58.4 40.4 22.1 41.0 48.4
✓ ✓ ✗ 36.4 57.3 39.0 20.9 39.9 46.7
✓ ✓ PE 38.8 59.2 42.5 22.6 42.3 50.7
✓ ✓ ✓ 39.2 59.6 42.6 22.5 42.6 51.9

Table 2: Ablation study on the effectiveness of each module
in our SRA. D, S, and A denote RoI descriptor, semantic
feature map, and Area Embedding respectively.

Setting AP AP50 AP75 APS APM APL

DR=Con. 38.9 59.3 41.9 22.5 42.3 51.1
DR=Max. 39.0 59.3 42.9 22.5 42.6 51.1
DR=Avg. 39.2 59.6 42.6 22.5 42.6 51.9
γ = 1 38.3 58.7 41.8 22.2 41.8 50.2
γ = 5 38.7 59.2 42.0 22.1 42.5 51.0
γ = 50 39.2 59.6 42.6 22.5 42.6 51.9
γ = 500 36.8 57.6 39.9 21.2 40.2 48.1

Table 3: Experiments on different module settings. DR de-
notes RoI Descriptor Regressor, and γ denotes the amplifi-
cation factor.

Setting AP AP50 AP75 APS APM APL Params FLOPs
N = 9 38.0 58.2 41.3 21.8 41.3 49.9 31.5M 340.7G
N = 25 38.6 59.0 41.9 22.8 42.3 50.5 35.7M 342.1G
N = 49 39.2 59.6 42.6 22.5 42.6 51.9 42.0M 344.2G
N = 100 39.4 59.9 42.9 22.9 42.6 51.7 55.4M 348.7G
size = 32 36.3 57.3 39.0 20.6 39.9 46.4 31.3M 337.8G
size = 52 37.2 58.0 40.7 21.4 40.8 47.8 35.5M 339.0G
size = 72 37.3 58.3 40.7 21.5 41.0 48.1 41.8M 340.9G
size = 102 37.6 58.4 40.8 22.0 41.3 48.8 55.1M 344.9G

Table 4: Comparison between SRA with a different number
of masks (N) and the baseline model with comparable RoI
sizes.

thus failing to obtain transformation-invariant RoI features.
Structure of SRA and Area Embedding. We also con-

duct experiments to verify the effectiveness of different
components in the SRA by controlling whether to concate-
nate the RoI descriptor (D), semantic feature map (S), and
Area Embedding (A) when regressing the masks. The re-
sults are listed in Table 2. Comparing the last row with
the 5th row in the table, our model with semantic feature
map obtains a gain of 1.8% in AP, as our model deter-
mines the masks for sampling based on semantic features,
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Setting AP AP50 AP75 Avg. S Params FLOPs
fixed 38.8 59.2 42.4 64 42.0M 344.1G
M = 32 38.3 59.1 42.0 16 42.0M 341.7G
M = 64 38.8 59.5 42.5 32 42.0M 342.5G
M = 128 39.2 59.6 42.6 64 42.0M 344.2G
M = 256 39.1 59.5 42.5 128 42.0M 347.9G

Table 5: Experiments on the Dynamic Feature Sampler. M
denotes the dynamic feature map size limit.

Method AP AP50 AP75 APS APM APL

RoI Pooling 37.2 58.9 40.3 21.5 40.2 46.0
RoI Align 37.7 58.9 40.6 21.9 40.7 46.4
DRoIPooling 38.1 60.0 42.0 22.0 41.2 47.2
Ada. RoI Align 37.7 58.8 40.7 21.8 40.7 46.5
Pr. RoI Align 37.8 58.9 40.9 22.1 40.8 46.7
RoIAttn 38.0 59.3 40.9 22.4 41.1 46.9
SRA 39.2 59.8 42.6 22.6 42.1 49.0

Table 6: Comparison with different RoI extractors on the MS
COCO detection test-dev set.

which makes the sampled features invariant under a variety
of transformations, thus achieving better performance. We
also tested our model with or without Area Embedding (8th
row and 6th row respectively) and replaced the Area Embed-
ding with position embedding (denoted as PE, 7th row). The
results show that the model with AE obtains 2.8% higher AP
than without AE, and 0.4% higher AP than with PE, which
demonstrates AE can describe more accurately the sampling
information of Dynamic Feature Sampler and provide better
position information for the model.

Choices of the RoI Descriptor Regressor. We tested var-
ious choices of the RoI Descriptor Regressor in Eq. 3, de-
noted as DR=Con., Max., and Avg., respectively, where the
choice of concatenation is tested on the 8× 8 fixed size fea-
ture sampler as it cannot be adapted to the Dynamic Fea-
ture Sampler. The results are shown in Table 3. Though the
choice of DR=Con. shows slightly better performance than
8 × 8 fixed size feature sampler with the choice of average
(38.8% AP in Table 5), considering that it cannot be adapted
to the Dynamic Feature Sampler and will lead to a larger
amount of calculation and more parameters, we finally use
the average RoI Descriptor Regressor in our model.

Parameters Setting. The number of masksN determines
the size of the RoI features extracted by our model. We
tested different settings of N (denoted as “N = x”) and
compared them with the baseline model with different set-
tings of RoI Align output size (denoted as “size = x”). The
results in Table 4 show that, with the same RoI feature size
(comparing the 1st row with the 5th row, the 2nd row with
the 6th row, etc.), our model has a 1.4%-1.9% higher AP,
which proves that the transformation-invariant features ex-
tracted by our model contain richer information under the

same feature length and are more conducive to object de-
tection. Considering the balance between model parameters
and accuracy, we finally setN = 49. We also tested different
settings of the amplification factor γ, denoted as “γ = x” in
Table 3. Results show that setting it to an appropriate value
is beneficial to the regression of the semantic mask, so we
set γ = 50 according to the experiment.

Dynamic Feature Sampler. To evaluate the effectiveness
of the Dynamic Feature Sampler, we compared 8 × 8 fixed
size feature sampler (denoted as fixed) with Dynamic Fea-
ture Sampler (M = 128), which has the same number of
average samplings and similar FLOPs. As shown in the 1st
and 4th row of Table 5, the Dynamic Feature Sampler ob-
tained better results as its sub-sampled feature represented
region has a more consistent aspect ratio. We also tested dif-
ferent dynamic feature map size limit M . A larger M brings
a higher feature sampling resolution. In general, the accu-
racy increases with the increment in the resolution; however,
the accuracy improvement brought by the increase in sam-
pling resolution is limited by the resolution of the original
feature map, and will gradually tend to zero. So, we choose
M = 128 based on the experiment.

Comparison with Other Methods
We also compared our model with other methods on the
COCO test set. We first compared ours with different
RoI feature extractors: RoI Pooling (Girshick 2015), RoI
Align (He et al. 2017), Adaptive RoI Align (Jung et al.
2018), Precise RoI Align (Jiang et al. 2018), DRoIPool-
ing (Zhu et al. 2019), and RoIAttn (Liang and Song 2022)
on Faster R-CNN with ResNet50 as backbone, trained for
12 epochs. The results are shown in Table 6. One can see
that our model achieves the best performance. In partic-
ular, compared to the RoIAttn which incorporates several
self-attention layers on the RoI Align extracted feature, our
model obtains 1.2% higher AP. The results demonstrate the
advantage of our SRA method for extracting RoI features
that are invariant to more types of transformations.

To verify the generalizability of our method, we also ex-
amined the performance gain by using SRA across different
detection methods and backbones. Please refer to the supple-
mentary material for more details. Our model improves the
accuracy of various detection methods and backbone net-
works, demonstrating the generalizability of our model.

Conclusions
In this paper, we proposed SRA, a transformation-invariant
RoI feature extractor. It regresses semantic masks based on a
novel semantic attention structure, and obtains RoI features
by sampling the feature map with these semantic masks,
making it invariant under more diverse transformations. We
further proposed the Dynamic Feature Sampler to speed up
the process while minimizing the impact on accuracy, and
proposed Area Embedding to provide more accurate sam-
pling area information. Benefiting from the capability and
generalizability of SRA, experiments show that its utiliza-
tion can bring significant performance improvement to vari-
ous baselines and state-of-the-art models with a small com-
putational and parameter overhead.
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