
Weakly-Supervised Temporal Action Localization by
Inferring Salient Snippet-Feature

Wulian Yun, Mengshi Qi, Chuanming Wang, Huadong Ma*

Beijing Key Laboratory of Intelligent Telecommunications Software and Multimedia,
Beijing University of Posts and Telecommunications, China

{yunwl,qms,wcm,mhd}@bupt.edu.cn

Abstract

Weakly-supervised temporal action localization aims to
locate action regions and identify action categories in
untrimmed videos simultaneously by taking only video-level
labels as the supervision. Pseudo label generation is a promis-
ing strategy to solve the challenging problem, but the cur-
rent methods ignore the natural temporal structure of the
video that can provide rich information to assist such a gen-
eration process. In this paper, we propose a novel weakly-
supervised temporal action localization method by inferring
salient snippet-feature. First, we design a saliency inference
module that exploits the variation relationship between tem-
poral neighbor snippets to discover salient snippet-features,
which can reflect the significant dynamic change in the video.
Secondly, we introduce a boundary refinement module that
enhances salient snippet-features through the information in-
teraction unit. Then, a discrimination enhancement module
is introduced to enhance the discriminative nature of snippet-
features. Finally, we adopt the refined snippet-features to pro-
duce high-fidelity pseudo labels, which could be used to su-
pervise the training of the action localization network. Ex-
tensive experiments on two publicly available datasets, i.e.,
THUMOS14 and ActivityNet v1.3, demonstrate our pro-
posed method achieves significant improvements compared
to the state-of-the-art methods. Our source code is available
at https://github.com/wuli55555/ISSF.

Introduction
Temporal action localization (TAL) (Shou, Wang, and
Chang 2016; Zhao et al. 2017; Chao et al. 2018; Huang,
Wang, and Li 2022; He et al. 2022) aims to find action in-
stances from untrimmed videos, i.e., predicting the start po-
sitions, end positions, and categories of certain actions. It
is an important yet challenging task in video understanding
and has been widely used in surveillance and video sum-
marization. To achieve accurate localization, most existing
methods (Shou, Wang, and Chang 2016; Zhao et al. 2017;
Chao et al. 2018; Lin et al. 2018; Long et al. 2019) rely
on training a model in a fully supervised manner with the
help of human-labeled precise temporal annotations. How-
ever, fine-detailed labeling of videos is labor-intensive and
expensive. In contrast, weakly-supervised methods recently
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Figure 1: Illustration of difference values among snippets,
action scores and Ground-Truth (GT). The action and back-
ground snippets are marked as red and black boxes, respec-
tively.

have gained increasing attention from both academia and in-
dustry, since they only utilize video-level labels for tempo-
ral action localization, achieving competitive results while
reducing the cost of manual annotations.

Weakly-supervised TAL methods (Xu et al. 2019; Shi
et al. 2020; Qu et al. 2021; Lee et al. 2021; Liu et al. 2021;
Narayan et al. 2021) mainly utilize a “localization by classi-
fication” framework, where a series of Temporal Class Acti-
vation Maps (TCAMs) (Nguyen et al. 2018; Paul, Roy, and
Roy-Chowdhury 2018) are obtained by snippet-wise classi-
fication, and then TCAMs are used to generate temporal pro-
posals for action localization. However, the classifiers pri-
marily tend to focus on easily distinguishable snippets while
ignoring other subtle yet equally important information, so
there is a discrepancy between classification and localiza-
tion. To balance the performance of classification and local-
ization, pseudo label based methods (Huang, Wang, and Li
2022; He et al. 2022; Pardo et al. 2021; Zhai et al. 2020;
Luo et al. 2020; Li et al. 2022) have been proposed, which
supervises the training of the model mainly by generating
snippet-level pseudo label information.

Nevertheless, accurately generating pseudo label remains
challenging, since existing methods ignore the important
role played in the temporal structure of videos. We ob-
served that neighbor snippets exhibit obvious distinctively
difference relationships, which can discover salient features
and identify differentiated boundaries. As shown in Fig-
ure 1, neighbour snippet-features with substantial varia-
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tions (higher difference value) may correspond to the junc-
tions between action and background, alternations between
action, or abrupt changes between background. However,
how to find these features and refine them into more dis-
criminative features is the key to discover action boundaries
and then improve the localization performance.

Inspired by this observation, we propose a novel weakly-
supervised TAL method, which takes a new perspective that
boosts the generation of high-fidelity pseudo-labels by lever-
aging the temporal variation. First, we design a saliency
inference module to discover significant snippet-feature by
leveraging the variation and calculating the difference val-
ues of neighbor snippet pairs. However, this process only
considers local relationships and ignores the global informa-
tion in the video. Thus, we propose a boundary refinement
module to enhance salient features through information in-
teraction while making the model focus on the entire tempo-
ral structure. Subsequently, considering diverse action infor-
mation can provide additional clues, we propose a discrim-
ination enhancement module to further refine the feature by
constructing a memory to introduce the same category of ac-
tion knowledge. Finally, the output features are fed into the
classification head to generate the final refined pseudo labels
for supervision.

The contributions can be summarized as follows:
(1) We propose a new pseudo-label generation strategy for

weakly-supervised TAL by inferring salient snippet-feature,
which can exploit the dynamic variation.

(2) We design a boundary refinement module and a dis-
crimination enhancement module to enhance the discrimi-
native nature of action and background, respectively.

(3) We conduct extensive experiments and the results
show our model achieves 46.8 and 25.8 average mAP on
THUMOS14 and ActivityNet v1.3, respectively.

Related Work
Fully-supervised temporal action localization. Fully-
supervised TAL has been an active research area in video
understanding (Qi et al. 2021, 2020, 2019, 2018; Liu et al.
2016, 2018) for many years and existing methods are di-
vided into two categories, i.e., one-stage methods and two-
stage methods. One-stage methods (Long et al. 2019; Lin,
Zhao, and Shou 2017; Yang et al. 2020; Lin et al. 2021) pre-
dict action boundaries as well as labels simultaneously. On
the contrary, two-stage methods (Shou, Wang, and Chang
2016; Zhao et al. 2017; Chao et al. 2018; Zeng et al. 2019)
first find candidate action proposals and then predict their
labels. However, these fully-supervised methods are trained
with instance-level human annotation, leading to an expen-
sive and time-consuming process.
Weakly-supervised temporal action localization. Weakly-
supervised TAL methods (Xu et al. 2019; Min and Corso
2020; Shi et al. 2020; Lee et al. 2021; Liu et al. 2021;
Narayan et al. 2021; Zhai et al. 2020; Huang, Wang, and
Li 2022; Chen et al. 2022) mainly learn from video-level la-
bels, which avoid labor-intensive annotations compared to
the fully-supervised methods. UntrimmedNet (Wang et al.
2017) and STPN (Nguyen et al. 2018) generate class activa-

tion sequences by Multiple Instance Learning (MIL) frame-
work and then locate action instances by thresholding pro-
cessing. RPN (Huang et al. 2020) and 3C-Net (Narayan
et al. 2019) use metric learning algorithms to learn more
discriminative features. Lee et al. (Lee, Uh, and Byun 2020)
design a background suppression network to suppress back-
ground snippets activation. However, there is still a discrep-
ancy between classification and localization. Recently, nu-
merous methods (Pardo et al. 2021; Luo et al. 2020; Zhai
et al. 2020; Yang et al. 2021; Huang, Wang, and Li 2022;
He et al. 2022) attempt to generate pseudo labels to su-
pervise the model and thus alleviate the discrepancy. Re-
fineLoc (Pardo et al. 2021) alleviates the discrepancy be-
tween classification and localization by extending the pre-
vious detection results to generate pseudo labels. Luo et
al. (Luo et al. 2020) exploit the Expectation–Maximization
framework (Moon 1996) to generate pseudo labels by alter-
nately updating the key-instance assignment branch and the
foreground classification branch. TSCN (Zhai et al. 2020)
generates frame-level pseudo labels by later fusing atten-
tion sequences in consideration of two-stream consensus.
Li et al. (Li et al. 2022) exploit contrastive representation
learning to enhance the feature discrimination ability. ASM-
Loc (He et al. 2022) generates action proposals as pseudo la-
bels by using the standard MIL-based methods. In contrast,
our method exploits the variation between neighbor snippet-
features to find salient snippet-features, and further designs a
boundary refinement module and a discrimination enhance-
ment module to generate high-fidelity pseudo labels.

Methodology
In this section, we will begin by presenting the problem def-
inition of weakly-supervised TAL and provide an overview
of our proposed method. Next, we will describe the differ-
ent modules of our method in detail, which are designed to
generate high-fidelity pseudo labels by utilizing the variation
between snippet-features. Finally, we introduce the training
details of optimizing the temporal localization model.
Problem definition. Weakly-supervised TAL aims to pre-
dict a group of action instances (c, q, ts, te) for each test
video with the assistance of a set of untrimmed training
videos {Vi}Ni=1 and their corresponding ground-truth labels
{yi}Ni=1. Specifically, yi ∈ RC is a binary vector indicating
the presence/absence of each of C actions. For one action
instance, c denotes the action category, q refers to the pre-
diction confidence score, ts and te mean the start time and
end time of the action, respectively.
Overview. The overview of our proposed method is shown
in Figure 2, which mainly contains four parts: (a) base
branch, (b) saliency inference module, (c) boundary refine-
ment module, and (d) discrimination enhancement module.

First, in the base branch, we exploit a fixed pre-trained
backbone network (e.g., I3D) to extract T snippet-features
from both the appearance (RGB) and motion (optical flow)
of the input video. Then, a learnable classification head is
adopted to classify each snippet and obtain the predicted
TCAMs. Second, we utilize the saliency inference mod-
ule to generate salient snippet-features by calculating the
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Figure 2: Overview of our model. Firstly, the base branch (a) extracts features from RGB and optical flow in a video and
uses the classification head to predict TCAMs. Then, the saliency inference module (b) exploits the variation relationship
between snippet-features to discover salient snippet features. Next, the boundary refinement module (c) utilizes the information
interaction unit to enhance salient snippet features. Subsequently, the discrimination enhancement module (d) leverages action
information stored in memory to enhance the discrimination of action and background. Finally, (c) and (d) generate high-fidelity
pseudo labels to supervise the base branch.

difference between adjacent pairs of snippet-features. Sub-
sequently, the boundary refinement module and the dis-
crimination enhancement module both utilize the informa-
tion interaction unit to refine coarse boundaries by enhanc-
ing salient snippet-features and the separability of action
snippet-features from those of the background. Finally, the
output features are fed into the classification head to gener-
ate high-fidelity pseudo labels as a supervised signal for the
base branch.

Base Branch
Given an untrimmed video V , we follow (Nguyen et al.
2018; Huang, Wang, and Li 2022) to split it into multi-
ple non-overlapping snippets {vi}Ti=1, and then we use the
I3D (Carreira and Zisserman 2017) network pre-trained on
the Kinetics-400 (Kay et al. 2017) dataset to extract features
from the RGB and optical flow streams for each snippet.
An embedding layer takes the concatenation of these two
types of features to fuse them together, and the fused features
of all snippets are treated as snippet-features of the video
F = {f1, f2, · · · , fT } ∈ RT×D, where T is the number of
snippets and D denotes the dimension of one snippet-feature.

Next, we use the classification head to obtain Temporal
Class Activation Maps (TCAMs) T ∈ RT×(C+1), where
C+1 denotes the number of action categories plus the back-

ground class. Specifically, following previous work (Huang,
Wang, and Li 2022), the classification head consists of a
Class-agnostic Attention (CA) head and a Multiple Instance
Learning (MIL) head.

Saliency Inference Module
The significant variation of temporal neighbor snippets can
indicate whether each snippet belongs to a salient snippet-
feature. Therefore, we propose a saliency inference module
that utilizes such variation to explore the difference between
neighbor snippet pairs and then use it to identify salient
boundaries in the video.

Given a video and its snippet-level representation F ∈
RT×D, we first calculate the difference value τ(t−1,t) of each
pair of temporal adjacent snippet-features {ft−1, ft} in the
formulation of:

τ(t−1,t) =
D∑

d=1

|diff(ft, ft−1, d)|, (1)

where diff denotes the operation of dimensional-wise sub-
traction, and d ∈ D means the element index of the fea-
ture. Subsequently, we obtain the difference set τ of the in-
put video by calculating the difference for all pairs:

τ = {τ(1,2), τ(2,3), · · · , τ(t−1,t)}. (2)
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To obtain the salient snippet-features of the video, we first
perform a descending sort on the difference set τ , and then
assign the initial labels B = {bi}Ti=1 to each snippet based
on the sorted τ . The snippets with the top K sorted scores
are selected as salient snippet-features, while the remaining
are selected as non-salient snippet-features, and the process
of assigning labels can be formulated as:

bt =

{
1, if τ(t−1,t) ∈ Top(sorted(τ ),K)

0, otherwise
, (3)

where bt = 1 denotes that its corresponding snippet ft
belongs to the salient snippet-features, otherwise to the
non-salient snippet-features. Finally, salient snippet-features
are discovered in a simple manner. However, since these
snippet-features cannot be determined as actions or back-
grounds, directly using these features to supervise the learn-
ing of the base branch may lead to poor performance. Next,
we will present how to refine these salient snippet-features.

Boundary Refinement Module
In the saliency inference module, we calculate the difference
values between each pair of adjacent snippets, and the opera-
tion can be seen as one type of exploiting local relationships,
but the relationship among non-local snippets is still un-
derexplored. Therefore, we propose a boundary refinement
module to enhance salient snippet-features, where explor-
ing the contextual relationship among the salient snippet-
features, non-salient snippet-features, and the same video
snippet-features via information interaction unit along the
channel and temporal dimensions, respectively.

First, we collect the salient snippet-features (bi = 1) and
non-salient snippet-features (bi = 0) candidates to form
Fa ∈ RTa×D and Fb ∈ RT b×D, respectively, where
Fa ∪ Fb = F , T a + T b = T , T a denotes the number of
salient snippet-features, and T b denotes the number of non-
salient snippet-features. Then, we leverage a channel-level
information interaction unit in the squeeze-and-excitation
pattern to generate the feature F̂a ∈ RTa×D:

F̂a =
exp (θ(Fa))∑D

d=1 exp
(
θ(Fa

·,d)
) ⊗Fa + Fa, (4)

where⊗ denotes the element-wise multiplication. θ is a sim-
ple multi-layer perceptron, which is consisted of FC-ReLU-
FC. We set the weight of the first FC to W1 ∈ RD×(D/r)

and that of the second FC to W2 ∈ R(D/r)×D, and r is a
scaling factor. Residual connection is adopted to maintain
the stability of training.

Subsequently, we conduct a temporal-level information
interaction unit to capture the global contextual relationships
between F̂a and F as the following equation:

F̃a = softmax(F ⊙ (F̂a)T )⊙ F̂a, (5)

where ⊙ denotes the matrix multiplication. By integrating
such information, we obtain a set of discriminative snippet-
features F̃a ∈ RT×D.

However, some information contained in Fb maybe ne-
glected, which contains some action-related or background-
related information. Thus, utilizing the information in Fb

can help boost the diversity of snippet-features, and we
also utilize the information interaction unit to generate non-
salient enhanced features F̃b between Fb and F through
Eq.(4) and Eq.(5). Note that the parameters in Eq.(4) are not
shared between Fa and Fb.

Finally, we apply a weighted sum operation to balance
the contribution between F̃a and F̃b to obtain the enhanced
features F̃ ∈ RT×D as follows:

F̃ = sum(F̃a, F̃b, σ) = σF̃a + (1− σ)F̃b, (6)
where σ denotes a trade-off factor.

Discrimination Enhancement Module
Action information from videos of the same category can
provide additional clues to help improve the discriminative
nature of the snippet-features and the quality of the gen-
erated pseudo-labels. Therefore, we design a discrimina-
tion enhancement module that utilizes the correlation among
videos to make action and background snippet-features more
separable.

First, we introduce a memory bankM∈ RC×N×D as the
action knowledge base to store the diverse action informa-
tion from the entire dataset during training, where C denotes
the number of classes, N indicates the number of stored
snippets of each class, and D is the dimension number. Ini-
tially, we use the classification head to predict the scores of
the salient snippet-features and select the snippets with the
highest N classification scores to initialize the memoryM
along with the scores. At t-th training iteration, we select
N snippet-features F (t)

[c] with the high scores for each class

to update the memory of last iterationM(t−1)
[c] . The process

can be formulated as:

M(t)
[c] ← (1− η) · M(t−1)

[c] + η · F (t)
[c] , (7)

where η denotes the momentum coefficient. To boost the
robustness, we exploit the momentum update strategy (He
et al. 2020) to update memoryM, so η is adjusted by:

η = η0 · log (exp (e/E) + 1) , (8)
where η0 denotes the initial momentum coefficient, e is
the current epoch, E denotes the total epoch, and c is the
class index of the current snippet. Meanwhile, we use the
temporal-level information interaction unit to implement the
interaction between the mixed features F̃ in the boundary re-
finement module and memoryM(t)

[c] to bring the class infor-

mation of the entire dataset into F̃ , which can be formulated
as:

F̂ = softmax(F̃ ⊙ (M(t)
[c] )

T )⊙M(t)
[c] . (9)

Finally, we get the output features F̃ and F̂ from the
boundary refinement module and discrimination enhance-
ment module. Then, we feed them to the classification head
to output two TCAMs, i.e., T̃ and T̂ , which are summed af-
ter to obtain T p as the pseudo labels to supervise the learn-
ing of the base branch.
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Sup Method Feature mAP@IoU(%) AVG AVG AVG
0.1 0.2 0.3 0.4 0.5 0.6 0.7 (0.1:0.5) (0.3:0.7) (0.1:0.7)

Full

S-CNN (Shou, Wang, and Chang 2016) - 47.7 43.5 36.3 28.7 19.0 10.3 5.3 35.0 19.9 27.3
SSN (Zhao et al. 2017) - 66.0 59.4 51.9 41.0 29.8 - - 49.6 - -
TAL-Net (Chao et al. 2018) - 59.8 57.1 53.2 48.5 42.8 33.8 20.8 52.3 39.8 45.1
GTAN (Long et al. 2019) - 69.1 63.7 57.8 47.2 38.8 - - 55.3 - -

Weak* STAR (Xu et al. 2019) I3D 68.8 60.0 48.7 34.7 23.0 - - 47.0 - -
3C-Net (Narayan et al. 2019) I3D 59.1 53.5 44.2 34.1 26.6 - 8.1 43.5 - -

Weak

STPN (Nguyen et al. 2018) I3D 52.0 44.7 35.5 25.8 16.9 9.9 4.3 35.0 18.5 27.0
RPN (Huang et al. 2020) I3D 62.3 57.0 48.2 37.2 27.9 16.7 8.1 46.5 27.6 36.8
BaS-Net (Lee, Uh, and Byun 2020) I3D 58.2 52.3 44.6 36.0 27.0 18.6 10.4 43.6 27.3 35.3
DGAM (Shi et al. 2020) I3D 60.0 56.0 46.6 37.5 26.8 17.6 9.0 45.6 27.5 37.0
TSCN (Zhai et al. 2020) I3D 63.4 57.6 47.8 37.7 28.7 19.4 10.2 47.0 28.8 37.8
A2CL-PT (Min and Corso 2020) I3D 61.2 56.1 48.1 39.0 30.1 19.2 10.6 46.9 29.4 37.8
UM (Lee et al. 2021) I3D 67.5 61.2 52.3 43.4 33.7 22.9 12.1 51.6 32.9 41.9
CoLA (Zhang et al. 2021) I3D 66.2 59.5 51.5 41.9 32.2 22.0 13.1 50.3 32.1 40.9
AUMN (Luo et al. 2021) I3D 66.2 61.9 54.9 44.4 33.3 20.5 9.0 52.1 32.4 41.5
UGCT (Yang et al. 2021) I3D 69.2 62.9 55.5 46.5 35.9 23.8 11.4 54.0 34.6 43.6
D2-Net (Narayan et al. 2021) I3D 65.7 60.2 52.3 43.4 36.0 - - 51.5 - -
FAC-Net (Huang, Wang, and Li 2021) I3D 67.6 62.1 52.6 44.3 33.4 22.5 12.7 52.0 33.1 42.2
DCC (Li et al. 2022) I3D 69.0 63.8 55.9 45.9 35.7 24.3 13.7 54.1 35.1 44.0
RSKP (Huang, Wang, and Li 2022) I3D 71.3 65.3 55.8 47.5 38.2 25.4 12.5 55.6 35.9 45.1
ASM-Loc (He et al. 2022) I3D 71.2 65.5 57.1 46.8 36.6 25.2 13.4 55.4 35.8 45.1
DELU (Chen et al. 2022) I3D 71.5 66.2 56.5 47.7 40.5 27.2 15.3 56.5 37.4 46.4
FBA-Net (Moniruzzaman and Yin 2023) I3D 71.9 65.8 56.7 48.6 39.3 26.4 14.2 56.5 37.0 46.1
Ours I3D 72.4 66.9 58.4 49.7 41.8 25.5 12.8 57.8 37.6 46.8

Table 1: Comparison with state-of-the-art methods on THUMOS14 dataset. The AVG columns show average mAP under IoU
thresholds of 0.1:0.5, 0.3:0.7 and 0.1:0.7. I3D denotes the utilization of the I3D network as the feature extractor, respectively. *
indicates the methods use extra information. The best results are highlighted in bold. Sup means supervision manner.

Training loss
Following previous methods, the whole learning process is
jointly driven by video-level classification loss Lcls, knowl-
edge distillation loss Lkd and attention normalization loss
Latt (Zhai et al. 2020). The total loss function can be for-
mulated as:

L = Lcls + Lkd + λLatt, (10)

where λ denotes trade-off factors. The knowledge distilla-
tion Lkd in (Huang, Wang, and Li 2022) is used to im-
plement the process of T p supervising T for training. The
video-level classification loss is the combination of two
losses calculated from the CA head and MIL head, which
can be formulated as:

Lcls = LCA + θLMIL, (11)

where θ is a hyper-parameter. More details about each loss
function please refer to the corresponding references.

Experiments
Datasets and Evaluation Metrics.
We conduct our experiments on the two commonly-used
benchmark datasets, including THUMOS14 (Jiang et al.

2014) and AcitivityNet v1.3 (Heilbron et al. 2015). Follow-
ing the general weak-supervised setting, we only use the
video-level category labels in the training process.

THUMOS14 includes 200 untrimmed validation videos
and 212 untrimmed test videos, where videos are collected
from 20 action categories. Following the previous work
(Wang et al. 2017; He et al. 2022; Huang, Wang, and Li
2021), we use the validation videos to train our model and
test videos for evaluation.

ActivityNet v1.3 contains 10,024 training videos, 4,926
validation videos, and 5,044 testing videos of 200 action
categories. Following (Lee et al. 2021; Huang, Wang, and
Li 2022), we use the training videos to train our model and
validation videos for evaluation.

Evaluation metrics. We evaluate the performance of our
method with the standard evaluation metrics: mean average
precise (mAP) under different intersection over union (IoU)
thresholds. For THUMOS14 dataset, we report the mAP un-
der thresholds IoU={0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7}. For
ActivityNet v1.3 dataset, we report the mAP under thresh-
olds [0.5:0.05:0.95]. At the same time, we also calculate the
average mAP for different IoU ranges on the two datasets.
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Implementation Details
We implement our model with the PyTorch framework and
train the model with Adam optimizer (Kingma and Ba
2015). The scaling factor r is set to 4. The hyper-parameter
θ and λ are set to 0.2 and 0.1, respectively. The feature is ex-
tracted using the I3D (Carreira and Zisserman 2017), which
is pre-trained on the Kinetics-400 (Kay et al. 2017) dataset.
For THUMOS14 dataset, we train 180 epochs with a learn-
ing rate of 0.00005, the batch size is set to 10, σ is set to
0.88, and K is set to ⌊50% ∗ T ⌋, where T is the number of
video snippets. For ActivityNet v1.3 dataset, we train 100
epochs with a learning rate of 0.0001, the batch size is set to
32, σ is set to 0.9, and K is set to ⌊90% ∗ T ⌋.

Comparison with State-of-the-Art Methods
THUMOS14. We first compare our method with the
state-of-the-art (SOTA) methods on THUMOS14 dataset.
These SOTA methods contain fully-supervised methods and
weakly-supervised methods, the results are shown in Ta-
ble 1. We can observe that our proposed model outper-
forms the SOTA weakly-supervised temporal action local-
ization methods. Our proposed method reaches 46.8 at aver-
age mAP for IoU thresholds 0.1:0.7. Meanwhile, our result
can reach 41.8 at mAP@0.5. The reasons for the improved
performance stem from 1) our method uses the variation
relationships between snippet-features to generate salient
snippet-features and then considers contextual information
to enhance salient snippet-features, thereby improving the
discriminative of snippet-features; 2) we introduce addi-
tional clues to leverage the relationships between videos,
improving the discriminative nature of the action and back-
ground snippet-features. Thus, generating more high-fidelity
pseudo labels can significantly improve the performance.
ActivityNet v1.3. Table 2 shows the evaluation results in
terms of mAP@IoU on ActivityNet v1.3 dataset. From the
table, our model achieves competitive performance com-
pared to other SOTA methods. In addition, our method
achieves 25.8 for average mAP, which is 0.7 higher than
ASM-Loc, demonstrating the superiority of our method.

Ablation Study
We conduct experiments to demonstrate the impact of dif-
ferent components in our method on THUMOS14 dataset.
Impact of Saliency Inference Module. To find a proper
function in Eq.(1), we explore several strategies to calcu-
late the difference between each pair of neighbor snippets,
including cosine distance, L1 distance, and L2 distance, and
the results are reported in Table 3. In addition, we explore
other ways of generating salient snippet-features, such as
random assignment and classification. Among them, random
assignment means randomly assigning salient or non-salient
labels to each snippet, and classification uses the pre-trained
classification head of the base model to classify snippets into
salient and non-salient. The results show that L2 distance
can achieve higher mAP than cosine distance, and L1 dis-
tance yields the best results compared to other methods, so
we adopt it as the default diff function. The reason is that L1

focuses on the subtle variations between features by com-
puting the absolute differences, which is important for TAL.

Method mAP@IoU(%)
0.5 0.75 0.95 AVG

STPN (Nguyen et al. 2018) 29.3 16.9 2.6 16.3
CMCS (Liu, Jiang, and Wang 2019) 34.0 20.9 5.7 21.2
BaS-Net (Lee, Uh, and Byun 2020) 34.5 22.5 4.9 22.2
TSCN (Zhai et al. 2020) 35.3 21.4 5.3 21.7
A2CL-PT (Min and Corso 2020) 36.8 22.0 5.2 22.5
TS-PAC (Liu et al. 2021) 37.4 23.5 5.9 23.7
UGCT (Yang et al. 2021) 39.1 22.4 5.8 23.8
AUMN (Luo et al. 2021) 38.3 23.5 5.2 23.5
FAC-Net (Huang, Wang, and Li 2021) 37.6 24.2 6.0 24.0
DCC (Li et al. 2022) 38.8 24.2 5.7 24.3
RSKP (Huang, Wang, and Li 2022) 40.6 24.6 5.9 25.0
ASM-Loc (He et al. 2022) 41.0 24.9 6.2 25.1
Ours 39.4 25.8 6.4 25.8

Table 2: Comparison with state-of-the-art methods on Ac-
tivityNet v1.3 dataset. The AVG column shows the averaged
mAP under the IoU thresholds [0.5:0.05:0.95].

Method mAP@IoU(%)
0.1 0.3 0.5 0.7 AVG

random 68.6 53.1 34.4 11.7 42.3
classification 67.7 53.4 36.9 11.7 43.0
cosine distance 68.6 53.5 36.6 12.3 43.3
L2 distance 70.7 55.5 36.6 12.3 44.2
L1 distance (Ours) 72.4 58.4 41.8 12.8 46.8

Table 3: Ablation studies about different strategies of detect-
ing salient snippet-feature on THUMOS14 dataset.

Whereas cosine distance calculates relative differences and
L2 may suppress these subtle differences by squaring and
then taking the square root.
Impact of Different Modules. We evaluate the effect of the
boundary refinement module and discrimination enhance-
ment module. The results are presented in Table 4. We set
the base branch as Base and progressively add the boundary
refinement module and discrimination enhancement module
to Base, and the performances are continuously improved by
3.4 and 6.3 for average mAP.
Impact of Boundary Refinement Module. We evaluate the
impact of different variants of boundary refinement module.
The results are reported in Table 5, in which 1) self denotes
utilize temporal-level information interaction unit to interact
information between video snippet-features F and itself; 2)
w/o salient and w/o non-salient denote removing the salient
and non-salient snippet-features, respectively; 3) salient +
non-salient denotes directly adding the two types of features
together; 4) weighted sum denotes using weighted sum op-
eration to fuse two types of features; 5) temporal denotes
enhancing snippet-features only using the temporal-level in-
formation interaction unit. We can observe that 1) the salient
snippet-features have a significant influence on the perfor-
mance, removing them will lead to a significant drop in the
performance; 2) weighted sum is more effective compared
to directly adding, which can assist the utilizing of the infor-
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Method mAP@IoU(%)
0.1 0.3 0.5 0.7 AVG

Base 62.7 45.5 29.3 10.4 37.1
Base + BRM 66.3 49.7 32.6 11.3 40.5
Base + BRM + DEM 72.4 58.4 41.8 12.8 46.8

Table 4: The effects of different modules on THUMOS14
dataset. BRM and DEM denote boundary refinement mod-
ule and discrimination enhancement module, respectively.

Method mAP@IoU(%)
0.1 0.3 0.5 0.7 AVG

self 65.8 48.1 30.6 10.9 39.2
w/o salient 49.9 34.8 20.3 5.9 27.6
w/o non-salient 71.7 56.9 39.9 12.4 45.9
salient + non-salient 71.0 54.1 35.0 10.3 43.1
weighted sum 72.4 58.4 41.8 12.8 46.8
temporal-level 71.4 57.4 39.5 12.8 46.0

Table 5: The effect of different components in boundary re-
finement module on THUMOS14 dataset.

mation in non-salient snippet-features; 3) information inter-
action unit at both the channel-level and temporal-level can
enhance the discriminative nature of features better.
Impact of Memory Update Strategies. We explore the im-
pact of different memory update strategies in the discrimina-
tion enhancement module. The evaluation results are shown
in Table 6. We evaluate two variants of memory update
strategy, i.e., only using the high-confidence action snippet-
features to direct update memory, and only using the mo-
mentum update strategy. From the table, we can see that
our method obtains better performance than only using the
momentum update strategy, because the momentum update
strategy will include many noisy features and impair the
learning of intra-video relation. The results indicate that
our method effectively incorporates more action information
compared to the direct update strategy.

GT

Our Base

ASM-Loc

Our Full

Figure 3: Qualitative comparisons of our method, our Base,
and ASM-Loc on “Shotput” on THUMOS14.

Method mAP@IoU(%)
0.1 0.3 0.5 0.7 AVG

direct update 71.9 58.1 40.3 12.3 46.4
momentum update 71.0 55.7 37.4 11.3 44.5
Ours 72.4 58.4 41.8 12.8 46.8

Table 6: The effect of different memory update strategies on
THUMOS14 dataset.

Background
Foreground

(b)  Our Full(a)  Our Base

Foreground Background

Figure 4: T-SNE visualization of foreground and back-
ground features on example “CliffDiving” on THUMOS14.

Qualitative results
To help understand the effect of our proposed method, we
present some qualitative results in this subsection. First, we
show one case selected from THUMOS14 dataset in Fig-
ure 3, and we observe that our method can locate more ac-
curate action and background regions than our Base (base
branch) and ASM-Loc. Meanwhile, we adopt t-SNE tech-
nology to project the embedding features in THUMOS14
dataset into a 2-dimensional features space, and the results
are shown in Figure 4. We observe that our method can accu-
rately bring the embedding features of foregrounds together,
and make them away from the background.

Conclusion
In this paper, we propose a novel weakly-supervised TAL
method by inferring salient snippet-feature, of which sev-
eral modules are designed to assist pseudo label generation
by exploring the information variation and interaction. Com-
prehensive experiments demonstrate the effectiveness and
superiority of our proposed method.
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