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Abstract

3D occupancy prediction is an emerging task that aims to
estimate the occupancy states and semantics of 3D scenes
using multi-view images. However, image-based scene per-
ception encounters significant challenges in achieving accu-
rate prediction due to the absence of geometric priors. In
this paper, we address this issue by exploring cross-modal
knowledge distillation in this task, i.e., we leverage a stronger
multi-modal model to guide the visual model during train-
ing. In practice, we observe that directly applying features
or logits alignment, proposed and widely used in bird’s-eye-
view (BEV) perception, does not yield satisfactory results. To
overcome this problem, we introduce RadOcc, a Rendering
assisted distillation paradigm for 3D Occupancy prediction.
By employing differentiable volume rendering, we generate
depth and semantic maps in perspective views and propose
two novel consistency criteria between the rendered outputs
of teacher and student models. Specifically, the depth con-
sistency loss aligns the termination distributions of the ren-
dered rays, while the semantic consistency loss mimics the
intra-segment similarity guided by vision foundation mod-
els (VLMs). Experimental results on the nuScenes dataset
demonstrate the effectiveness of our proposed method in im-
proving various 3D occupancy prediction approaches, e.g.,
our proposed methodology enhances our baseline by 2.2% in
the metric of mloU and achieves 50% in Occ3D benchmark.

Introduction

3D occupancy prediction (3D-OP) is a crucial task within
the field of 3D scene understanding, which has garnered
considerable attention, particularly in the field of au-
tonomous driving (Wang et al. 2023b; Tong et al. 2023; Tian
et al. 2023). In contrast to other 3D perception tasks, such
as object detection using bounding box representations, 3D-
OP involves the simultaneous estimation of both the occu-
pancy state and semantics in the 3D space using multi-view
images (Tian et al. 2023). This is achieved by leveraging
geometry-aware cubes to represent a wide range of objects
and background shapes.
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Figure 1: Rendering Assisted Distillation. (a) Existing meth-
ods conduct alignment on features or logits. (b) Our pro-
posed RadOcc method constrains the rendered depth maps
and semantics simultaneously.

In the realm of 3D occupancy prediction, remarkable ad-
vancements have been achieved thus far. These advance-
ments have been made possible by adopting a pipeline in-
spired by Bird’s Eye View (BEV) perception, which utilizes
either forward projection (Huang et al. 2021) or backward
projection (Li et al. 2022b) techniques for view transforma-
tion. This process generates 3D volume features that cap-
ture the spatial information of the scene, which are then fed
into the prediction head for occupancy predictions. How-
ever, relying solely on camera modality poses challenges
in accurate prediction due to the lack of geometric percep-
tion. To overcome this bottleneck, two mainstream solutions
have emerged in the field of BEV perception: 1) integrating
geometric-aware LiDAR input and fusing the complemen-
tary information of the two modalities (Liu et al. 2023), and
2) conducting knowledge distillation to transfer the com-
plementary knowledge from other modalities to a single-
modality model (Zhou et al. 2023a). As the first solution
introduces additional network designs and computational
overhead, recent works have increasingly focused on the
second solution, aiming to develop stronger single-modal
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models through distilling multi-modal knowledge.

In this paper, we present the first investigation into cross-
modal knowledge distillation for the task of 3D occupancy
prediction. Building upon existing methods in the field of
BEV perception that leverage BEV or logits consistency for
knowledge transfer, we extend these distillation techniques
to aligning voxel features and voxel logits in the task of
3D occupancy prediction, as depicted in Figure 1(a). How-
ever, our preliminary experiments reveal that these align-
ment techniques face significant challenges in achieving sat-
isfactory results in the task of 3D-OP, particularly the former
approach introduces negative transfer. This challenge may
stem from the fundamental disparity between 3D object de-
tection and occupancy prediction, where the latter is a more
fine-grained perception task that requires capturing geomet-
ric details as well as background objects.

To address the aforementioned challenges, we propose
RadOcec, a novel approach that leverages differentiable vol-
ume rendering for cross-modal knowledge distillation. The
key idea of RadOcc is conducting alignment between ren-
dered results generated by teacher and student models,
as Figure 1(b). Specifically, we employ volume render-
ing (Mildenhall et al. 2021) on voxel features using the
camera’s intrinsic and extrinsic parameters, which enables
us to obtain corresponding depth maps and semantic maps
from different viewpoints. To achieve better alignment be-
tween the rendered outputs, we introduce the novel Ren-
dered Depth Consistency (RDC) and Rendered Semantic
Consistency (RSC) losses. On the one hand, the RDC loss
enforces consistency of ray distribution, which enables the
student model to capture the underlying structure of the data.
On the other hand, the RSC loss capitalizes on the strengths
of vision foundation models (Kirillov et al. 2023), and lever-
ages pre-extracted segments to conduct an affinity distilla-
tion. This criterion allows the model to learn and compare
semantic representations of different image regions, enhanc-
ing its ability to capture fine-grained details. By combin-
ing the above constraints, our proposed method effectively
harnesses the cross-modal knowledge distillation, leading to
improved performance and better optimization for the stu-
dent model. We demonstrate the effectiveness of our ap-
proach on both dense and sparse occupancy prediction and
achieve state-of-the-art results on both tasks.

In summary, our main contributions are threefold:

* We propose a rendering assisted distillation paradigm for
3D occupancy prediction, named RadQOcc. Our paper is
the first to explore cross-modality knowledge distillation
in 3D-OP and provides valuable insights into the applica-
tion of existing BEV distillation techniques for this task.

* Two novel distillation constraints, i.e., rendered depth
and semantic consistency (RDC & RSC), are proposed,
which effectively enhance the knowledge transfer pro-
cess through aligning ray distribution and affinity matri-
ces guided by vision foundation models.

* Equipped with the proposed methodology, RadOcc
achieves state-of-the-art performance on the Occ3D and
nuScenes benchmarks for dense and sparse occupancy
prediction. Furthermore, we verify that our proposed dis-
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tillation approach can effectively boost the performance
of several baseline models.

Related Work
Camera-based 3D Perception

Camera-based 3D perception has emerged as a significant
research focus in the field of autonomous driving, owing to
its cost-effectiveness and rich visual attributes. Recent ad-
vancements have aimed to integrate multiple tasks into a uni-
fied framework by transforming image-based features into
a Bird’s Eye View (BEV) space. One mainstream follows
the forward projection paradigm proposed in LSS (Phil-
ion and Fidler 2020), where multi-view image features
are projected onto the BEV plane through predicted depth
maps (Huang et al. 2021; Li et al. 2023, 2022a). Another
mainstream (i.e., backward projection) draws inspiration
from DETR3D (Wang et al. 2022b), which involves using
learnable queries and a cross-attention mechanism to extract
information from image features (Li et al. 2022b; Lu et al.
2022; Jiang et al. 2023). Although these methods effectively
compress information onto the BEV plane, they may lose
some of the essential structural details inherent in 3D space.
Introducing LiDAR priors through cross-modal knowledge
distillation makes them ideal for understanding the structure
of 3D scenes while keeping efficiency.

3D Occupancy Prediction

The field of 3D occupancy prediction (3D-OP) has garnered
significant attention in recent years, with the aim of recon-
structing the 3D volumetric scene structure from multi-view
images. This area can be broadly classified into two cat-
egories based on the type of supervision: sparse predic-
tion and dense prediction. On the one hand, sparse predic-
tion methods utilize LiDAR points as supervision and are
evaluated on LiDAR semantic segmentation benchmarks.
For instance, TPVFormer (Huang et al. 2023) proposes a
tri-perspective view method for predicting 3D occupancy,
while PanoOcc (Wang et al. 2023b) unifies the task of oc-
cupancy prediction with panoptic segmentation in a coarse-
to-fine scheme. On the other hand, dense prediction meth-
ods are more akin to the Semantic Scene Completion (SSC)
task (Song et al. 2017; Yan et al. 2021), with the core dif-
ference being whether to consider the area that the camera
cannot capture. Recently, several studies focus on the task
of dense occupancy prediction and introduce new bench-
marks using nuScenes dataset (Caesar et al. 2020) at the
same period, such as OpenOccupancy (Wang et al. 2023a),
OpenOcc (Tong et al. 2023), SurroundOcc (Wei et al. 2023)
and Occ3D (Tian et al. 2023). These works mainly adopt
the architecture from BEV perception and use 3D convo-
lution to construct an extra head for occupancy prediction.
We find out that concurrent work (Gan et al. 2023) also uti-
lizes volume rendering technique, however, they naively ap-
ply rendered results as auxiliary supervision. Still, we first
time investigate cross-modal knowledge distillation in this
field, and our proposed method can be integrated into arbi-
trary previous works.
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Figure 2: Overall framework of RadOcc. It adopts a teacher-student architecture, where the teacher network is a multi-modal
model while the student network only takes camera inputs. The predictions of two networks will be utilized to generate rendered
depth and semantics through differentiable volume rendering. The newly proposed rendered depth and semantic consistency

losses are adopted between the rendered results.

Cross-Modal Knowledge Distillation

Knowledge distillation has been a popular technique in the
field of computer vision since its introduction in (Hinton,
Vinyals, and Dean 2015). This technique initially involves
compressing a large network (teacher) into a more compact
and efficient one (student), while simultaneously improving
the performance of the student. Over the years, the effec-
tiveness of knowledge distillation has led to its widespread
exploration in various computer vision tasks, including ob-
ject detection (Dai et al. 2021; Guo et al. 2021; Zhang
and Ma 2020), semantic segmentation (Hou et al. 2020;
Liu et al. 2019) and other tasks (Yan et al. 2022b; Zhao
et al. 2023; Yuan et al. 2022; Zhou et al. 2023b). Recently,
knowledge distillation has been introduced into 3D percep-
tion tasks for knowledge transfer between models using dif-
ferent modalities. For instance, (Chong et al. 2022) trans-
fers depth knowledge of LiDAR points to a camera-based
student detector by training another camera-based teacher
with LiDAR projected to perspective view. 2DPASS (Yan
et al. 2022a) utilizes multiscale fusion-to-single knowledge
distillation to enhance the LiDAR model with image pri-
ors. In the field of BEV perception, CMKD (Hong, Dai,
and Ding 2022), BEVDistill (Chen et al. 2022) and UniDis-
till (Zhou et al. 2023a) perform cross-modality distillation
in BEV space. Specifically, these methods transform prior
knowledge through distillation in feature, relation, and out-
put levels. Although these efforts have greatly enhanced the
performance of student models, they cannot achieve satis-
factory performance gains when directly applied to the task
of 3D occupancy prediction.

Methodology
Problem Setup

3D occupancy prediction leverages multiview images as
input to predict a semantic volume surrounding the ego-
vehicle. Specifically, it takes into account the current mul-
tiview images denoted as It = iIl I}, as well as
the previous frames Z'~!, , Where k represents
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the number of history frames and n denotes the camera
view index. By incorporating this temporal information, the
model finally predicts the semantic voxel volume ), &
{wy, ..., wo 1 YI*WXZ for the current frame. Here, C' + 1
includes C' semantic classes with an occupancy state in the
scene, while wy.y represents the voxel grid.

Distillation Architecture

Framework overview. The overall architecture is illustrated
in Figure 2, consisting of teacher and student networks. The
teacher network takes both LiDAR and multi-view images
as input, while the student network solely utilizes multi-view
images. Both branches are supervised by ground truth occu-
pancy, and the distillation constraints are applied between
3D occupancy predictions and rendered results.
Camera-based student. Our student network takes multi-
frame multi-view images as input and first extracts the fea-
ture using an image backbone. To leverage the benefits of
Bird’s Eye View (BEV) perception, we apply pixel-wise
depth estimation on image features and then project them
from the perspective view into a 3D volume via the view-
transform operation proposed in (Huang et al. 2021), form-
ing a low-level volume feature. Moreover, to introduce the
temporal information in our model, we adopt the technique
proposed in (Li et al. 2022a), which dynamically warps and
fuses the historical volume feature and produces a fused fea-
ture. To obtain more fine-grained predicted shapes, the vol-
ume feature is fed into an occupancy decoder to generate the
prediction.

Multi-modal teacher. Inspired by LiDAR-based detec-
tors presented in (Shi et al. 2020), the unstructured point
clouds are scattered into pillars (Lang et al. 2019). Sub-
sequently, the volume features are extracted by SECOND
and SECOND-FPN (Yan, Mao, and Li 2018). Building upon
the success of LiDAR-camera-based BEV detectors, as pre-
sented in (Liu et al. 2023), we further concatenate features
from two modalities and process the result with a fully con-
volutional network to produce the fused features. Finally, a
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Figure 3: The analysis of rendered depths. Although the ren-
dered depths of teacher (T) and student (S) are similar, espe-
cially for the foreground objects, their ray termination dis-
tribution shows a great disparity.

similar occupancy decoder is applied to the fused feature,
resulting in the prediction of occupancy.

Rendering Assisted Distillation

Volume rendering. In this paper, we adopt the volume ren-
dering technique as proposed in NeRF (Mildenhall et al.
2021) to obtain depth and semantic maps for knowledge
distillation. By incorporating camera intrinsic and external
parameters, we are able to compute the corresponding 3D
ray for each pixel in the 2D image. After that, we employ
the volume rendering technique to perform a weighted sum
on the sampled points along the ray, thereby calculating the
predicted depths and semantics in perspective views. Given

N,, sampled points {p; = (x;, y; ,Azi))}ﬁv:pl along the ray in
pixel (u,v), the rendered depth d and semantic logits § at
this pixel can be calculated via

i—1

T = GXIO(ZJ.:1 a(p;)9;),

dw,v) = 32 T~ exp(~o(p)0)d(p), @)
Ny

$(u,v) = Zi:l Ti(1 — exp(—o(pi)di))s(pi), 3)

where d(-), o(-) and s(-) are distance, volume density and
semantic of the sampled point, respectively. Since the oc-
cupancy network will predict the occupancy probability and
semantics, we can easily obtain o (p;) and s(p;) by scattering
the voxel predictions into the corresponding sampled point
p;. Moreover, §; = d(p;+1) — d(p;) is the distance between
two adjacent sampled points. Finally, we obtain depth and
semantic maps in ¢-th perspective view through collecting

ey
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Figure 4: The generation of affinity matrix. We first adopt a
visual foundation model (VFM), i.e., SAM, to extract seg-
ments into the original image. After that, we conduct seg-
ment grouping in rendered semantic features in each seg-
ment, obtaining the affinity matrix.

results from all pixels, i.e., S; = {§(w,v) |u € [1,H]|,v €
[1,W]} and D; = {d(u,v) |u € [1, H],v € [1, W]}, where
(H, W) is the size of view image. To facilitate the definition,
we respectively denote rendered depth and semantics results

from teacher and student as D7/% = {DlT/ S ..,DL 1 and

ST/S = {875 ST/} where n is the number of views.
Rendered depth consistency. After acquiring the rendered
depth, a simplistic approach involves directly imposing con-
straints between the output of teacher and student models.
However, this approach is a hard constraint, and the differ-
ences in rendered depths between the teacher and student
models are typically within a narrow range. To address this
issue, we propose an innovative approach that aligns the ray
termination distribution during the volume rendering pro-
cess. As shown in Figure 3, we plot ray distribution over the
distance traveled by the ray. Although the rendered depths of
the two models are quite similar, their ray distribution shows
a great discrepancy. When a ray traverses through single ob-
jects (the red point), we find that the ray termination distribu-
tion of the teacher model is typically unimodal, while that of
the student exists multiple peaks. Aligning this distribution
makes the student model tend to predict a similar latent dis-
tribution as the teacher model. Finally, rendered depth con-
sistency (RDC) loss L,.4. is formulated as

R{) ) = {11 = exp(—o(pi)0) }i,

1 H W
Lrae = 7 D > Prn(RE™

u=1v=1

“4)

| |Rstudent). (5)

(u,v)

Here, T; is calculated as Eqn. (1). The notation R teacher
and Rst1dent respectively denote the ray distribution of the
teacher and student networks, which are aligned through KL
divergence Dgr,(+||-)-

Rendered semantic consistency. Besides simply using KL
divergence to align the semantic logits, we also leverage
the strengths of vision foundation models (VFMs) (Kirillov
et al. 2023) to perform a segment-guided affinity distilla-
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Method maee | L0 € 2 02 5 5 5 B T OE R OEE £ % E B @
Backbone
Performances on Validation Set
MonoScene R101-DCN| 6.06 | 1.75 7.23 4.26 4.93 9.38 5.67 398 3.01 590 445 7.17 1491 632 7.92 743 1.01 7.65
CTF-Occ R101-DCN|28.53| 8.09 39.33 20.56 38.29 42.24 16.93 24.52 22.72 21.05 22.98 31.11 53.33 33.84 37.98 33.23 20.79 18.00
BEVFormer R101-DCN|39.24|10.13 47.91 24.90 47.57 54.52 20.23 28.85 28.02 25.73 33.03 38.56 81.98 40.65 50.93 53.02 43.86 37.15
PanoOcc R101-DCN|42.13|11.67 50.48 29.64 49.44 55.52 23.29 33.26 30.55 30.99 34.43 42.57 83.31 44.23 54.40 56.04 45.94 40.40
BEVDetf Swin-B  [42.02]12.15 49.63 25.10 52.02 54.46 27.87 27.99 28.94 27.23 36.43 42.22 82.31 43.29 54.62 57.90 48.61 43.55
Baseline (ours) Swin-B  [44.14|13.39 52.20 31.43 52.01 56.70 30.66 32.95 31.56 31.31 39.87 44.64 82.98 44.97 55.43 58.90 48.43 42.99
RadOcc (ours) Swin-B [46.06| 9.78 54.93 20.44 55.24 59.62 30.48 28.94 44.66 28.04 45.69 48.05 81.41 39.80 52.78 56.16 64.45 62.64
Teacher (ours) Swin-B  {49.38]|10.93 58.23 25.01 57.89 62.85 34.04 33.45 50.07 32.05 48.87 52.11 82.9 42.73 55.27 58.34 68.64 66.01
Performances on 3D Occupancy Prediction Challenge
BEVFormer R101-DCN|23.70(10.24 36.77 11.70 29.87 38.92 10.29 22.05 16.21 14.69 27.44 33.13 48.19 33.10 29.80 17.64 19.01 13.75
SurroundOcct  |[R101-DCN|42.26| 11.7 50.55 32.09 41.59 57.38 27.93 38.08 30.56 29.32 48.29 38.72 80.21 48.56 53.20 47.56 46.55 36.14
BEVDetf Swin-B  |42.83|18.66 49.82 31.79 41.90 56.52 26.74 37.31 30.01 31.33 48.18 38.59 80.95 50.59 53.87 49.67 46.62 35.62
PanoOcc-Tx Intern-XL |47.16|23.37 50.28 36.02 47.32 59.61 31.58 39.59 34.58 33.83 52.25 43.29 83.82 55.81 59.41 53.81 53.48 43.61
Baseline-T (ours)| Swin-B [47.74|22.88 50.74 41.02 49.39 55.40 33.41 45.71 38.57 35.79 48.94 44.40 83.19 52.26 59.09 55.83 51.35 43.54
RadOcc-T (ours) | Swin-B [49.98|21.13 55.17 39.31 48.99 59.92 33.99 46.31 43.26 39.29 52.88 44.85 83.72 53.93 59.17 55.62 60.53 51.55
Teacher-T (ours) | Swin-B |55.09(25.94 59.04 44.93 57.95 63.70 38.89 52.03 53.21 42.16 59.90 50.45 84.79 55.70 60.83 58.02 67.66 61.40

Table 1: 3D occupancy prediction performance on the Occ3D. | denotes the performance reproduced by official codes. * means
the results provided by authors. *-T’ represents results through test-time augmentation (TTA). Please note that our visual model
achieves a benchmark ranking of Top-4 on 16/08/2023, outperforming all previously published methods.

tion (SAD). Specifically, we first employ the VFM to over-
segment patches using the original view images as input,
as illustrated in Figure 4. With the rendered semantic fea-
tures from both the teacher and student networks, i.e., ST,
S% e REXWXC we can divide the rendered semantics
into several groups based on the indices of aforementioned
patches. After that, an average pooling function is applied
within each group, extracting multiple teacher and student
semantic embedding, i.e., ET € RMXC gpd £5 € RM*C,
Here, M is the number of patches generated by the VFM.
Inspired but different from the previous work (Hou et al.
2022), we calculate an affinity matrix C(*) according to the
above segments for the further distillation:

E(i,r),E(4,r)
HE@II2/EG)]2
The affinity score captures the similarity of each segment
of semantic embedding and it can be taken as the high-level
structural knowledge to be learned by the student. After that,
the final RSC loss is a linear combination of affinity distilla-
tion loss and KL divergence between rendered semantics:

Cijr = 6)

cC M M

Lsad = ZZZHO'Z:],T _ij,r‘|§7 (7
r=14=1 j=1

ACrsc - Esad/CMQ + WDKL(STHSS)7 (8)

where CT and C* are affinity matrices of teacher and stu-
dent networks, and w is a hyperparameter in our experiment.
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Experiments
Dataset ane Metric
Dataset. We evaluate our proposed method on

nuScenes (Caesar et al. 2020) for sparse prediction
and Occ3D (Tian et al. 2023) for dense prediction. The data
descriptions are provided in supplementary material.
Evaluation metrics. Our study presents an independent
evaluation of the model’s performance in both dense and
sparse prediction tasks. Specifically, for dense prediction,
we conduct experiments on the Occ3D dataset, which quan-
tifies the mean Intersection over Union (mloU) for 17 se-
mantic categories within the camera’s visible region. On the
other hand, for sparse prediction, we train the model with
single-sweep LiDAR and assess the model’s performance
on the nuScenes-lidarseg benchmark, which measures the
mloU for 16 semantic categories, with the ‘others’ category
being treated as ‘ignored’.

Experimental Settings

Implementation. For the dense prediction, we follow the
setting of BEVDet (Huang et al. 2021) and use Swin Trans-
former (Liu et al. 2021) as the image backbone. We adopt the
semantic scene completion module proposed in (Yan et al.
2021) as our occupancy decoder, which contains several 3D
convolutional blocks to learn a local geometry representa-
tion. Afterward, the features from different blocks are con-
catenated to aggregate information. Finally, a linear projec-
tion is utilized to map the feature into C' + 1 dimensions.
Since the challenging nature of the Occ3D test benchmark,
we utilize 8 historical frames for temporal encoding and use
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Method Modality | Backbone mloUl © B85 & & S & & & & E ©8 © @ &2 & 2
PolarNet LiDAR - 69.4 [72.2 16.8 77.0 86.5 51.1 69.7 64.8 54.1 69.7 63.5 96.6 67.1 77.7 72.1 87.1 84.5
Cylinder3D LiDAR - 77.2 |82.8 29.8 84.3 89.4 63.0 79.3 77.2 73.4 84.6 69.1 97.7 70.2 80.3 75.5 90.4 87.6
2DPASS LiDAR - 80.8 [81.7 55.3 92.0 91.8 73.3 86.5 78.5 72.5 84.7 75.5 97.6 69.1 79.9 75.5 90.2 88.0
TPVFormer Camera | R50-DCN | 59.2 |65.6 15.7 75.1 80.0 48.8 43.1 44.3 26.8 72.8 55.9 92.3 53.7 61.0 59.2 79.7 75.6
BEVDett Camera | Swin-B 65.2 |31.3 63.9 74.6 79.1 51.5 59.8 63.4 56.2 74.7 59.8 92.8 61.4 69.5 65.7 84.1 82.9
TPVFormer (BL) | Camera |R101-DCN| 69.4 [74.0 27.5 86.3 85.5 60.7 68.0 62.1 49.1 81.9 68.4 94.1 59.5 66.5 63.5 83.8 79.9
RadOcc (ours) Camera |R101-DCN| 71.8 [49.1 34.2 84.5 85.8 59.2 70.3 71.4 62.5 79.7 69.0 95.4 66.2 75.1 72.0 87.4 86.0
Teacher (ours) Cam+Li [R101-DCN| 75.2 |62.7 33.2 88.7 88.8 64.6 78.1 74.1 65.0 83.1 72.2 96.5 68.3 77.6 74.4 88.7 87.1

Table 2: LiDAR semantic segmentation results on nuScenes test benchmark. t denotes the performance is reproduced by official
codes. Our method achieves state-of-the-art performance in camera-based methods. BL denotes the baseline method.

Multi-view Images

RadOcc (Ours)

™ barrier

bus . car
(a) Dense 3D Occupancy Prediction
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c.v. [ motor. [l ped. t.

c. [ tailer [truck [ld.s. [ flat [lsidewalk | terrain  manmade [llveg.

(b) Sparse 3D Occupancy Prediction

Figure 5: Qualitative results on Occ3D and nuScenes validation sets. RadOcc takes multi-view images as input and produces
voxel predictions. More visualization comparisons can be found in the supplementary materials.

3 frames on the validation set. For the sparse prediction,
we use previous art TPVFormer (Huang et al. 2023) as our
baseline. The rendered size of the network is configured to
384 x 704. To speed up the rendering and reduce memory
usage, we randomly sample 80,000 rays during each step.

Results and Analysis

Dense Prediction. To evaluate the performance of dense
3D occupancy prediction, we compare our proposed method
with current state-of-the-art approaches on the Occ3D
dataset (Tian et al. 2023), including the validation set and
online benchmark. The upper part of Table 1 presents
the validation set results, where all methods are trained
for 24 epochs. Specifically, we compare our approach
with MonoScene (Cao and de Charette 2022), BEV-
Former (Li et al. 2022b), CTF-Occ (Tian et al. 2023)
and PanoOcc (Wang et al. 2023b), which all employ
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the ResNetlOI-DCN (Dai et al. 2017) initialized from
FCOS3D (Wang et al. 2021) checkpoint as the image back-
bone. Additionally, we report the results of BEVDet (Huang
et al. 2021) that uses the same image backbone as ours. Our
baseline model, trained from scratch, already outperforms
prior state-of-the-art methods. However, by leveraging our
proposed distillation strategy, we achieve significantly bet-
ter occupancy results in terms of mloU.

The lower part of Table 1 presents the results on the
3D occupancy prediction challenge, where our proposed
method achieves state-of-the-art performance and outper-
forms all previously published approaches by a large mar-
gin. Note that though PanoOcc (Wang et al. 2023b) adopts a
stronger image backbone, i.e., Internlmage-XL (Wang et al.
2022a), the results of them are still lower than ours, espe-
cially for the foreground objects with challenge nature. The
visualization results for both dense and sparse prediction are
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Method Consistency mloU  Gains
BEVDet (baseline) - 36.10 -

Hinton et al. Prob. 37.00 +0.90
Hinton et al. Feature 3589  -0.21
BEVDistill Prob. + Feature | 3595  -0.15
RadOcc (ours) Render 3798 +1.88
RadOcc (ours) Prob. + Render | 38.53 +2.43

Table 3: Comparison for knowledge distillation. The results
are obtained on Occ3D. To speed up the evaluation, we take
BEVDet (Huang et al. 2021) with ResNet50 image back-
bone as our baseline. f: Since there is no object-level predic-
tion, we replace the sparse distillation of BEVDistill (Chen
et al. 2022) with logits distillation.

shown in Figure 5. More visualization results can be found
in the supplementary material.

Sparse Prediction. To evaluate the effectiveness of model
using sparse LiDAR supervision, we evaluate the perfor-
mance of our proposed RadOcc model on the nuScenes
LiDAR semantic segmentation benchmark. Our results, as
shown in Table 2, demonstrate a significant improvement
over the baseline TPVFormer (Huang et al. 2023) and out-
perform previous camera-based occupancy networks such
as BEVDet (Huang et al. 2021). Surprisingly, our method
even achieves comparable performance with some LiDAR-
based semantic segmentation methods (Zhang et al. 2020;
Zhou et al. 2020). It should be noted that since we use vox-
elized single-sweep LiDAR as supervision, where the geo-
metric details in data may be lost during the voxelization, the
results of a multi-modal teacher network may not achieve
comparable performance with state-of-the-art LIDAR-based
methods (Yan et al. 2022a).

Comparison for knowledge distillation. To further vali-
date the efficacy of our proposed methodology upon pre-
vious teacher-student architectures, we conduct a compara-
tive analysis of RadOcc with conventional knowledge trans-
fer techniques as presented in Table 3. To facilitate the ex-
perimentation process, we choose BEVDet (Huang et al.
2021) with ResNet50 image backbone as our baseline, and
all methods are trained with the same strategies for a fair
comparison. The results in the table indicate that direct ap-
plication of feature and logits alignment (Hinton, Vinyals,
and Dean 2015; Chen et al. 2022) fails to achieve a signif-
icant boost on the baseline model, particularly for the for-
mer, which results in negative transfer. Notably, leveraging
rendering-assisted distillation leads to a substantial improve-
ment of 2% on mloU. Furthermore, even when applying
logit distillation, the model can still enhance the mloU by
0.6%.

Ablation study. We conduct an ablation study of render-
ing distillation in Table 4. Here, BEVDet with ResNet50
image backbone is selected as our baseline model. Model
A directly conducts alignment through Scale-Invariant Log-
arithmic (Eigen, Puhrsch, and Fergus 2014) on rendered
depth maps but fails to improve the performance. In con-
trast, Model B aligns the latent distribution of depth render-
ing and achieves an improvement of 0.7% in mIoU. On the
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Method ‘ RDC(-) RDC ‘ SAD RSC ‘ mloU
BEVDet | | 736.10
Model A v 35.08
Model B v 36.76
Model C v 37.13
Model D N 37.42
RadOcc (ours) | v v | 37.98

Table 4: Ablation study on Occ3D. We use BEVDet with
ResNet50 image backbone as our baseline. Here, RDC and
RSC are rendered depth and semantic consistency losses.
RDC (-) denotes directly aligning the rendered depth map
with Scale-Invariant Logarithmic loss.

Method | Segment | mloU Gains
BEVDetw/RSC | SAM | 3742 -
Model E | Super Pixel | 37.05  -0.37

Table 5: Design analysis of SAD. We replace the segment
extraction strategy with other designs.

other hand, Model C demonstrates the results sorely using
segment-guided affinity distillation (SAD) on rendered se-
mantics, which increases the mloU by 1.0%. Applying ad-
ditional KL divergence between two rendered semantics can
boost the performance to 37.42%. Finally, when we combine
RDC and RSC losses, the model achieves the best result.

In Table 5, we analyze the design of SAD by replacing
its segment with other implementations in Model E. Specif-
ically, when we use super-pixel (Achanta et al. 2012), the
performance will decrease by about 0.37%.

Conclusion

In this paper, we present RadOcc, a novel cross-modal
knowledge distillation paradigm for 3D occupancy predic-
tion. It leverages a multi-modal teacher model to provide ge-
ometric and semantic guidance to a visual student model via
differentiable volume rendering. Moreover, we propose two
new consistency criteria, depth consistency loss and seman-
tic consistency loss, to align the ray distribution and affin-
ity matrices between the teacher and student models. Exten-
sive experiments on the Occ3D and nuScenes datasets show
RadOcc can significantly improve the performance of vari-
ous 3D occupancy prediction methods. Our method achieves
state-of-the-art results on the Occ3D challenge benchmark
and outperforms existing published methods by a large mar-
gin. We believe that our work opens up new possibilities for
cross-modal learning in scene understanding.
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