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Abstract

In recent years, vision language pre-training frameworks
have made significant progress in natural language process-
ing and computer vision, achieving remarkable performance
improvement on various downstream tasks. However, when
extended to point cloud data, existing works mainly focus
on building task-specific models, and fail to extract univer-
sal 3D vision-language embedding that generalize well. We
carefully investigate three common tasks in semantic 3D
scene understanding, and derive key insights into the devel-
opment of a pre-training model. Motivated by these obser-
vations, we propose a vision-language pre-training frame-
work 3DVLP (3D vision-language pre-training with object
contrastive learning), which transfers flexibly on 3D vision-
language downstream tasks. 3DVLP takes visual ground-
ing as the proxy task and introduces Object-level IoU-
guided Detection (OID) loss to obtain high-quality propos-
als in the scene. Moreover, we design Object-level Cross-
Contrastive alignment (OCC) task and Object-level Self-
Contrastive learning (OSC) task to align the objects with de-
scriptions and distinguish different objects in the scene, re-
spectively. Extensive experiments verify the excellent perfor-
mance of 3DVLP on three 3D vision-language tasks, reflect-
ing its superiority in semantic 3D scene understanding. Code
is available at https://github.com/iridescentttt/3DVLP.

Introduction

Semantic 3D scene understanding has recently attracted in-
creasing research interest due to its wide applications such
as automatic driving, human-machine interaction, etc. Much
progress has been made in semantic 3D scene understand-
ing, with task-specific models continuously pushing the
state-of-the-art in various downstream tasks including vi-
sual grounding (Chen, Chang, and NieBner 2020; Zhao et al.
2021; Cai et al. 2022), dense captioning (Chen et al. 2021b),
and question answering (Azuma et al. 2022).

While effective on their benchmarks, the task-specific
representations obtained by existing approaches prevent
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Figure 1: Relationship between 3D vision-language tasks.
Firstly, all the tasks rely heavily on the object detector to lo-
cate object in the scene. Secondly, 3D vision-language tasks
require an effective fusion module to understand the connec-
tion between point cloud and language.
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them from generalizing well to other tasks. A common prac-
tice for extracting joint multimodal representation is to adopt
the pre-training plus fine-tuning paradigm (Tan and Bansal
2019; Zhai et al. 2022; Alayrac et al. 2022; Zha et al. 2023).
Existing works on semantic 3D scene understanding are still
limited, which motivates us to introduce this paradigm in an
appropriate way. However, 3D vision-language pre-training
differs from pre-training in 2D vision-language tasks since
point cloud data is introduced (Guo et al. 2020). The objec-
tives designed in previous works cannot be directly applied
to 3D vision-language pre-training due to the gap of down-
stream tasks. Therefore, it is essential to identify the shared
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nature across different tasks in semantic 3D scene under-
standing to determine the appropriate pre-training model.

Figure 1 provides an intuitive depiction of the relation-
ships among three 3D vision-language tasks and two key
observations emerages from the comparision. Firstly, all of
these tasks rely on object detection when applying two-stage
pipeline models, which is a common practice in semantic
3D scene understanding (Chen, Chang, and Nieiner 2020;
Chen et al. 2021b). Secondly, an effective fusion module is
required to enable information interaction across modals for
a deeper understanding of the relationships between objects
in the scene, such as the matching stage in visual grounding
(Zhao et al. 2021; Cai et al. 2022) and the classification stage
in question answering (Azuma et al. 2022).

These observations in semantic 3D scene understanding
pose several challenges in designing an effective training
paradigm for the pre-training model. Firstly, high-quality
bounding boxes are required for object detection. These
boxes represent the model’s ability to segment the scene
at the object level, as demonstrated by works that use a
detection-then-matching pipeline (Cai et al. 2022; Chen,
Chang, and NieB3ner 2020). Secondly, object detection re-
quires the model to distinguish between different objects in
the scene, especially when there are many objects similar to
the target(Chen, Chang, and Nief3ner 2020). This means the
model needs to be able to identify what makes objects dis-
tinct in the scene, which is challenging and has not yet been
fully addressed. Thirdly, the fusion module suffers from the
issue that the data come from different modalities are un-
aligned, as similar to 2D vision language learning (Li et al.
2021; Chen et al. 2020). Point cloud features and word token
embeddings exist in different spaces, making it challenging
for the fusion module to model their interactions.

To this end, we propose 3DVLP: vision-language pre-
training with object contrastive learning in semantic 3D
scene understanding. (1) To obtain better object bounding
boxes, we introduce Object-level IoU-guided Detection
(OID) loss. Specifically, we leverage visual grounding as
the proxy task, as it shares the same objective of localiz-
ing high-quality bounding boxes. Additionally, we incor-
porate Distance IoU (DIoU) loss (Zheng et al. 2020) and
label smoothing at the object level to achieve faster con-
vergence and better performance. (2) We further introduce
Object-level Self-Contrastive learning (OSC) task to dis-
tinguish the target object from others. The self-contrastive
learning is performed at the object level, where boxes with
an IoU higher than a specific threshold are considered posi-
tive samples and others are regarded as negative ones. (3) To
enable fully information intereaction between point cloud
and language, we design Object-level Cross-Contrastive
alignment (OCC) task to align the unimodal representation
across these two modalities. We use a similar IoU filter as
in OSC to generate positive and negative samples, which are
then fed as inputs to calculate the cross-contrastive loss.

To apply the contrastive loss at the object level, we lever-
age the large amount of the proposals generated by the object
detector and filter positive ones with the IoU filter. The posi-
tive proposals can be regarded as diverse data augmentations
of the ground truth and share similarity to some extent. The
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positive and negative sample pairs contain sufficient infor-
mation for training the contrastive loss and help the model
better distinguish different objects in the scene.

The contributions of this study are summarized as fol-
lows: (1) A 3D vision-language pre-training framework
called 3DVLP has been proposed, achieving the unifica-
tion of the tasks in semantic 3D scene understanding.
(2) We introduce Object-level ToU-guided Detection loss
to obtain high-quality bounding boxes. We also present
two proxy tasks at the object level, including the Object-
level Cross-Contrastive alignment task and Object-level
Self-Contrastive learning task, which facilitate cross-modal
alignment and help the model distinguish objects more ac-
curately, respectively. (3) We conduct extensive experiments
and empirically demonstrate the effectiveness of 3DVLP.

Related Work
3D Visual-Langauge Tasks

Recently, semantic 3D scene understanding has raised great
interest and has been widely explored in recent approaches
across various tasks, including 3D visual grounding (Chen,
Chang, and Niefiner 2020; Zhao et al. 2021; Cai et al. 2022;
Luo et al. 2022), 3D dense captioning (Chen et al. 2021b),
and 3D question answering (Azuma et al. 2022).

3D visual grounding aims to locate a region of interest in
a scene based on a referring description. Chen et al. (Chen,
Chang, and NieBner 2020) introduces ScanRefer dataset,
while Achlioptas et al. (Achlioptas et al. 2020) collects two
datasets containing Nr3D and Sr3D. Most existing meth-
ods rely on a detection-then-match pipeline to tackle the
grounding task. 3DVG-Transformer (Zhao et al. 2021) in-
troduces coordinate-guided contextual aggregation module
to enhance proposal generation. HAM(Chen et al. 2022b)
shifts attention to contextual information and develops both
local and global attention module, while BUTD-DETR(Jain
et al. 2022) presents a DETR-like (Zhu et al. 2020) referen-
tial grounding model that incorporates guidance from lan-
guage, points, and objects. 3D-SPS(Luo et al. 2022) pro-
poses the first one-stage end-to-end framework and mines
the cross-modal relationship based on points.

Dense captioning in 3D scene requires model to derive
high-quality object bounding box from point cloud data and
generates corresponding descriptions. Scan2Cap (Chen et al.
2021b) extends the dense captioning task to 3D scenes based
on ScanRefer and establishes a messege-passing network.
SpaCap3D(Wang et al. 2022) investigates the relative spa-
tiality of objects and builds a spatiality-guided transformer.
Importantly, it designs a object-centric decoder by using a
vision token as information carrier of the target object.

3D question answering requires model to generate a
correct answer provided with point cloud and a question.
ScanQA(Azuma et al. 2022) collects 41k question-answer
pairs and brings the question-answering task into 3D scenes.
Besides, it propose a baseline model by casting the task as
a classification problem. FE-3DGQA (Zhao et al. 2022) pro-
poses anthoer datasets and predicts the answer through a to-
ken encoding and fusion module based on attention.
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Figure 2: Pipeline of 3DVLP in semantic 3D scene understanding. 3DVLP takes visual grounding as the proxy task and utilizes
Object-level IoU-guided Detection (OID) loss to boost the performance of the object detector. We also introduce Object-level
Cross-Contrastive alignment task and Object-level Self-Contrastive learning task in the pre-training stage, which facilitate
cross-modal alignment and enable the model to distinguish objects more accurately, respectively.

3D Vision-Language Pre-training

Recently, there have been some studies focusing on vision-
language pre-training of point clouds. PointCLIP (Zhang
et al. 2022), PointCLIP V2 (Zhu et al. 2022) and CLIP2point
(Huang et al. 2022b) utilize CLIP to align point cloud with
text. CrossPoint (Afham et al. 2022) renders the point cloud
into image and apply contrastive loss for intra-modal and
cross-modal alignments. They mainly focus on tasks over
a single object, while our research deals with multiple ob-
jects in semantic scene understanding. The models men-
tioned above are incapable of tackling downstream tasks in
the scene such as visual grounding and dense captioning.

A similar pre-training framework in semantic scene un-
derstanding is 3D-language pre-training (3DLP) (Jin et al.
2023), which utilize semantic-level and contextual align-
ment for cross-modal fusion. Moreover, it applies masked
modeling in both proposals and language to get better un-
derstanding across modalities. In contrast, the introduction
of the OID loss in 3DVLP during the pre-training phase
markedly improves the performance of the object detector
for scenes understanding. Consequently, 3DVLP surpasses
3DLP in (Jin et al. 2023) by a large margin in unique sce-
narios, especially in terms of Acc@0.5.

Method

As demonstrated in Figure 2, both the point cloud and lin-
guistic data are encoded and fed into a cross-attention mod-
ule for fusion. The training can be mainly divided into
the pre-training stage and the fine-tuning stage. In the pre-
training stage, 3DVLP utilizes visual grounding as the proxy
task and employs Object-level IoU-guided Detection loss
for high-quality object detection. Additionally, 3DVLP is
pre-trained on other designed proxy tasks, including Object-
level Cross-Contrastive alignment and Object-level Self-
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Contrastive learning. In the finetuning stage, we transfer the
backbone to downstream tasks with task-specific heads.

Object-level IoU-guided Detection Loss

We consider visual grounding as the proxy task since it
shares the same objective of obtaining high-quality propos-
als. Additionally, we propose Object-level IoU-guided De-
tection loss to enhance the performance of the object detec-
tor, as demonstrated in Fig. 4a. Specifically, we introduce the
Distance IoU (DIoU) loss (Zheng et al. 2020) for bounding
box regression. Given the predicted proposal b, and ground
truth by, we calulate the IoU between them and have the
following regression loss:

P2 (bpv bgt)

£DIOU(bpabgt) =1-1oU + 2

NCY
where c is the diagonal length of the smallest enclosing box
covering the two boxes and p?(, -) is the Euclidean distance.
However, previous approaches(Zhao et al. 2021; Cai et al.
2022) treats the matching stage as a classification problem
and use the proposal with the highest IoU as a supervised la-
bel to train the fusion module. In this case, the DIoU loss can
only be applied to a single proposal, which weakens its ef-
forts in optimization. Additionally, due to the large number
of proposals generated by the detector, there can be mul-
tiple boxes pointing to the target object, and these boxes
may share similar semantic information, making it difficult
to achieve accurate matching with a one-hot label.

We take inspiration from label smoothing (Miiller, Korn-
blith, and Hinton 2019) and address such matching problems
by introducing an IoU filter. As shown in Fig. 3, given a
pre-defined IoU threshold ¢ and the weight factor €, positive
proposals are filtered according to their IoU with the ground
truth, and weights are assigned to them based on their total
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Figure 3: Illustration of the IoU filter in 3DVLP. To apply
label smoothing and contrastive loss at the object level, pro-
posals with IoU higher than a threshold § are considered pos-
itive samples while others are regarded as the negative ones.

count, denoted by K. The weight of proposal p in the soft
label is shown in Eq. (2).

1—¢ ifIoU, = IoUpax
Y=< = if IoUp, > ¢ and IoUp, # I0Upqz  (2)
0 otherwise

We further combine DIoU loss and label smoothing to obtain
our OID loss, as demonstrated in Eq. (3).

Lorp = Zyp - Lprov(bp, bgt).

p

3

Usually, label smoothing in common classification tasks
assigns weight to all negative classes and aims to prevent
overfitting of the dataset. Completely different from tradi-
tional goals, label smoothing in 3DVLP is motivated by the
need to optimize multiple proposals that point towards the
ground truth simultaneously. Thus, we only assign weights
to the positive proposals obtained by the IoU filter during la-
bel smoothing. This distinct approach of using label smooth-
ing enables faster convergence and better performance.

Object-level Cross-contrastive Alignment

As a common practice (Zhao et al. 2021; Cai et al. 2022),
a cross-modal attention module is applied for feature fusion
between language and point cloud embedding. However, it
is observed that the data distribution across modalities is not
well-aligned, resulting in insufficient interaction between
the embedding of proposals and the language feature. To ad-
dress this issue, contrastive learning can provide insights for
embedding alignment across different distributions. How-
ever, naive implementation over proposals is not effective,
since multiple proposals pointing at the target object might
contain semantically similar information, thereby conflict-
ing with the optimization objective of contrastive loss.
Based on these observations, we reconsider contrastive
learning at the object level and introduce the Object-level
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Cross-Contrastive alignment (OCC) task to enhance the per-
formance of the cross fusion module, as shown in Fig. 4b.
The OCC task is proposed to align the distribution of cross-
modal data. Specifically, in the training stage, we introduce
the target detection boxes of real objects and select all the
predicted boxes with IoU greater than a pre-defined thresh-
old as positive samples since they semantically point to the
target object and should have similar features. The remain-
ing predicted boxes are considered negative samples, rep-
resenting the proposals of other objects or background. We
then align the features of positive samples with the language
embedding and push the features of negative samples away
with the contrastive loss to achieve better cross-modal un-
derstanding. Formally, we have the following contrastive
loss, which serves as the loss function for our OCC task.

ZpEPpos exp(S(Hpr 1)

PEPposUPpegy exp(s(Hp, T))
ZpePPw exp(s(T, Hp)) ]

Zﬁepposupneg exp(s(T, Hﬁ)) '

where H), represents the embedding of proposal p, and T' de-
notes the language embedding. Given I as the indicator func-
tion, IoU (-, -) as the IoU score between two boxes, and J as
the ToU threshold, we have P,,s = {p|IoU(by,bg) > 0}
as the set of proposals containing positive samples while
Pneg = {p|IoU(by,by) < 0} containing the negative
ones. s(-, -) represents the similarity score function for mea-
suring the similarity between two types of features, such
as by performing a dot product operation. Note that the
threshold § determines how close positive samples should
be to align with the language embedding. Specifically, when
0 = IoUpmaqa, Eq. (4) only considers the proposal with the
highest IoU to be the positive sample and reverts to the orig-
inal formula of traditional pairwise contrastive loss.

With incorporating the IoU filter, we utilize large amount
of proposals generated by an object detector to calculate
contrastive loss. The positive proposals selected through the
IoU filter can be regarded as diverse data augmentations of
the ground truth. Therefore, the sufficient information con-
tained in these positive proposals aids the model in better ex-
tracting the intrinsic characteristics of objects for alignment
with textual embedding. Such meaningful information ful-
fills the substantial data sample requirements of contrastive
learning, significantly boosting the generalization and ro-
bustness of the cross-modal fusion module in 3DVLP.

1
Locc = —§E(bgt,T)~D log 5
4)
+log

Object-level Self-contrastive Learning

In semantic 3D scene understanding, the presence of sim-
ilar objects in the scene can significantly affect the match-
ing performance of the model. Therefore, a well-designed
pre-training model should be capable of accurately distin-
guishing between objects in the scene and understanding
what makes them similar or different. To address this issue,
we utilize self-contrastive loss that incentivizes the model to
capture features that differentiate objects. Similarly, we re-
quire an object-level self-contrastive loss instead of the pair-
wise loss to effectively differentiate between objects and im-
prove the model’s semantic understanding of the scene.
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Figure 4: Illustration of Object-level IoU-guided Detection (OID) loss, Object-level Cross-contrastive alignment (OCC) and
Object-level Self-Contrastive learning (OSC) pre-training tasks. All the modules utilize a IoU filter to select positive proposals.

Therefore, we introduce the Object-level Self-Contrastive
learning (OSC) task for object detection, as shown in Fig. 4c.
The OSC task is proposed for unimodal point cloud data and
aims to optimize the embedding generated by the point cloud
encoder. Based on the idea in OCC task, we utilize the IoU
threshold to select positive samples and negative ones for
self contrastive learning. By optimizing the self-contrastive
loss, 3DVLP encourages the features of the proposals tar-
geting the ground truth object to be as dissimilar as possible
from those of other proposals, thereby enabling the fusion
module to distinguish different objects easily. Following Eq.
(4), we replace the language embedding with the embedding
of proposals to obtain the corresponding contrastive loss for
OSC module, as shown in Eq. (5).

Zp,ﬁePpos exp(s(Hp, Hp)) ]
) exp(s(Hp, Hp)) ’

Losc = —Ep,,~D [101% D &)

PPEPposUPne
The sufficient information within multiple positive pro-
posals, complemented by their contrast against the negative
proposals, helps the model in more effectively discerning
the similarities and differences between objects in the scene.
Consequently, the OSC task at the object level enhances the
performance of the object detector for downstream tasks.

Experiment
Datasets and Implementation Details

Visual Grounding Dataset: We select the benchmark
dataset ScanRefer (Chen, Chang, and Nieiner 2020) for vi-
sual grounding task. It consists of 800 3D scenes from the
ScanNet dataset (Dai et al. 2017), each annotated with ob-
ject bounding boxes and corresponding text descriptions.
To evaluate our results, we employ two evaluation metrics:
IoU@0.25 and IoU@0.5, which measure the percentage of
times the proposals have an IoU greater than the threshold.

Dense Captioning Dataset: We conduct experiments on
Scan2Cap dataset (Chen et al. 2021b) for the dense caption-
ing task. We jointly measure the quaility of the generated
model with captioning matrics including CiDEr (Vedantam,
Lawrence Zitnick, and Parikh 2015), BIEU-4 (Papineni et al.
2002), METEOR (Banerjee and Lavie 2005) and ROUGE
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(Lin 2004), cited as C, B-4, M and R, respectively. We com-
bine the metrics above with an IOU threshold and adopt the
m@kloU metric: mQkIoU = L SN 'm; - I(IoU > k),
where m represents the captioning metric, k is the threshold
of IoU and I stands for the indicator function.

Question Answering Dataset: We perform question an-
swering tasks over the ScanQA dataset (Azuma et al. 2022),
which consists of 41363 questions and 32337 unique an-
swers from 800 scenes derived from the ScanNet scenes.
Following the evaluation in ScanQA, EM@1 and EM@10
are used as the evaluation metric. EM@K is the percentage
of predictions where the top K predicted answers exactly
match any of the ground-truth answers.

Implementations Details

We first train 3DVLP over the proposed proxy tasks in-
cluding visual grounding, OCC and OSC in the pre-training
stage for 200 epochs. We then evaluate our methods on the
dense captioning and question answering tasks by finetun-
ing with tasks-specific loss. Importantly, we use VoteNet
(Qi et al. 2019) as our point cloud encoder and a frozen
BERT(Devlin et al. 2018) as the language encoder to avoid
over-fitting on short-length sentences. For grounding task,
we model it as a classification problem and use a 3-layers
MLP as the head. For captioning task, we use a Transformer
decoder with 6 layers and 128 as the hidden size. For QA
task, a lightweight MLP is adopted to predict the score for
each answer and the answer with the highest score is se-
lected as the final answer. More details of the downstream
heads can be found in the appendix. We set the batch size as
8 and the initial learning rate is set to be 0.002 for the de-
tector and Se-4 for other modules in the 3DVLP. Codes are
implemented by Pytorch and run on a Nvidia 3090 GPU.

Comparison with State-of-the-art Methods

3D Visual Grounding Task We present the results of 3D
visual grounding in Table 1. The ”3D” models only utilizes
raw attributes in point cloud input features, while ”2D+3D”
models use 2D multi-view features as additional inputs.
Note that the results of BUTD-DETR (Jain et al. 2022) is
re-evaluated by removing the GT object labels in the text
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Unique Multiple Overall

Method Daa 1 Acc@025 | Acc@0.5 | Acc@0.25 | Acc@0.5 | Acc@0.25 | Acc@0.5
InstanceRefer (Yuan et al. 2021) 3D 77.45 66.83 31.27 24.77 40.23 32.93
3DVG-Transformer (Zhao et al. 2021) 3D 77.16 58.47 38.38 28.70 45.90 34.47
3DIJCG (Cai et al. 2022) 3D 78.75 61.30 40.13 30.08 47.62 36.14
3D-SPS (Luo et al. 2022) 3D 81.63 64.77 39.48 29.61 47.65 36.43
BUTD-DETR (Jain et al. 2022) 3D 82.77 63.81 44.01 33.51 49.69 38.01
3DLP (Jin et al. 2023) 3D 79.35 62.60 42.54 32.18 49.68 38.08
3DVG-Transformer (Zhao et al. 2021) | 2D + 3D 81.93 60.64 39.30 28.42 47.57 34.67
Multi-View Trans (Huang et al. 2022a) | 2D + 3D 77.67 66.45 31.92 25.26 40.80 33.26
3D-SPS (Luo et al. 2022) 2D + 3D 84.12 66.72 40.32 29.82 48.82 36.98
3DJCG (Cai et al. 2022) 2D+ 3D 83.47 64.34 41.39 30.82 49.56 37.33
D3Net (Chen et al. 2021a) 2D + 3D - 70.35 - 30.05 - 37.87
3DLP (Jin et al. 2023) 2D 43D 84.23 64.61 43.51 33.41 51.41 39.46
3DVLP | 2D+3D | 8518 | 7004 | 43.65 | 3340 | 5170 | 40.51

Table 1: Comparison of different methods in 3D visual grounding task. We measure the percentage of the correctly predicted

bounding boxes whose IoU with the ground-truth boxes are larger than 0.25 and 0.5, respectively.

Method | C@0.25 B-4@025 M@0.25 R@0.25 | C@05 B-4@05 M®@0.5 R@0.5

MORE (Jiao et al. 2022) 62.91 36.25 26.75 56.33 40.94 22.93 21.66 44.42
SpaCap3D (Wang et al. 2022) 63.30 36.46 26.71 55.71 44.02 25.26 22.33 45.36
3DJCG (Cai et al. 2022) 64.70 40.17 27.66 59.23 49.48 31.03 24.22 50.80
D3Net (Chen et al. 2021a) - - - - 46.07 30.29 24.35 51.67
3DLP (Jin et al. 2023) 70.73 41.03 28.14 59.72 54.94 32.31 24.83 51.51
3DVLP | 66.63 40.85 36.12 61.03 | 5441 34.10 34.34 54.28

Table 2: Comparison of different methods in 3D dense captioning task. We report the result with the percentage of the predicted
bounding boxes whose IoU with the ground truth are greater than 0.25 and 0.5.

Method | EM@1 EM@10 Acc@0.25 Acc@0.5
ScanQA 21.05 51.23 24.96 15.42
FE-3DGQA | 22.26 54.51 26.62 18.83
3DLP 21.65 50.46 - -
3DVLP | 24.03 5791 33.38 26.12

Table 3: Comparison of different methods in 3D question
answering task. The results are presented with the percent-
age of predictions where the top K predicted answers ex-
actly match any of the ground-truth answers. We also report
Acc@0.25 and Acc@0.5 similar to visual grounding.

queries for a fair comparison, provided by UniT3D (Chen
et al. 2022a). The results indicate that 3DVLP performs re-
markably well and outperforms the baselines by a large mar-
gin. In terms of unique scenes, 3DVLP achieves the highest
accuracy in Acc@0.5 and ranks second in Acc@0.25, indi-
cating the significant impact of our OID loss in developing
the model’s ability to identify high-quality bounding boxes.
Furthermore, when comparing multiple and unique metrics,
previous works suffers from issues related to the presence
of similar objects in the scene, leading to poor matching
results. However, the introduction of OSC and OCC tasks
in 3DVLP enables it to achieve competitive performance in
multiple metrics, showcasing its ability to accurately locate
objects in complex scenes. In the overall metric, 3DVLP’s
performance surpasses the baseline by 0.29% in Acc@0.5
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Figure 5: Comparison of the performance when using differ-
ent threshold in the IoU filter. We also compare a variant of
3DVLP with only OID loss, referred as 3DVLP-oid.

and 1.15% in Acc@0.25.

3D Dense Captioning Task As presented in Table 2, it is
evident that 3DVLP shows excellent transfer performance
in dense captioning task. Importantly, the point cloud en-
coder in 3DVLP extracts universal features that generalize
well in dense captioning, enabling 3DVLP to outperform
other baselines. Specifically, 3DVLP achieves an improve-
ment of 7.98% and 1.31% in terms of M@0.25, and R@0.5,
respectively. Moreover, the results show that 3DVLP outper-
forms the second baseline by 8.46% in M@0.25 and 9.51%
in M@0.5. Among various evaluation metrics, METEOR fo-
cuses on capturing the semantic similarity and fluency be-
tween the output and the ground truth, thereby indicating
the generalization ability of 3DVLP.
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Module Visual Gounding Dense Captioning
OID | OCC | OSC | Acc@0.25 | Acc@0.5 | C@0.5 | B-4@0.5 | M@05 | R@0.5
\ \ | 5059 | 37.96 | 53.12 | 3190 | 33.93 | 52.27
v 50.46 3949 | 5291 | 3391 | 3428 | 54.08
v 51.15 3844 | 5324 | 3279 | 3398 | 52.99
v 50.91 3828 | 5141 | 3293 | 3400 | 5294
V| VvV | V| 5170 | 4051 | 5441 | 3410 | 3434 | 5428

Table 4: Quantitative results of the overall accuracy in visual grounding and the metric in dense captioning.

(a) There is a tall chair pulled up to the table in the room. It
is the second from the right.

(b) This is a brown ottoman in front of a brown sofa. The
ottoman has a black backpack, and a black duffel bag, and a
box of tissues.

Figure 6: Qualitative results in Visual Grounding. We mark
the ground truth in blue, 3D-SPS in red and 3DVLP in green.

3D Question Answering Task Based on the results in
Table 3, 3DVLP consistently outperforms other meth-
ods in the question answering task. For example, 3DVLP
achieves approximately 1.7%-2.4% improvement in EM@1
and EM@ 10 compared to the baseline. Moreover, question
answering benefits from the pre-training model when com-
pared to ScanQA, as 3DVLP utilizes the same classification
head. Furthermore, 3DVLP provides a boost by 6.76% and
7.23% in Acc@0.25 and Acc@0.5, respectively.

Ablation Study

Does the OID loss and the designed proxy tasks benefit
downstream tasks? We investigate the contribution of each
module in 3DVLP and the results in Table 4 demonstrate
that both visual grounding and dense captioning tasks ben-
efit from each proposed module. In visual grounding, the
OID loss significantly improves the quality of the propos-
als, thereby enhancing Acc@0.5 to a large degree. Further-
more, neither the introduction of OSC nor OCC provides a
remarkable boost in Acc@0.25, indicating the superiority of
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optimization at the object level in complex scenes. In dense
captioning, the improvement of the model is consistent with
that in visual grounding by combining the modules together.
Is the improvement in OSC and OCC sensitive to the
threshold used the IoU filter? To have a better understand-
ing of the threshold § used in the IoU filter, we estimate the
results of the overall Acc in visual grounding with the vary-
ing 6. Moreover, we include 3DVLP with only OID loss as a
base variant, referred as 3DVLP_oid. As shown in Fig. 5, the
performance improves when increasing the threshold from
0.1 to 0.25. This is because proposals targeting other objects
can be incorrectly considered as positive samples and thus
mislead the training optimization when using a low thresh-
old. However, we further increase the threshold and observe
that the improvement is not consistent. The performance
drops with a large threshold since model will regard propos-
als that are not good enough as negative samples, resulting
in semantic divergence. This is similar to what happens with
the traditional pairwise contrastive loss. Therefore, based on
our results, we believe that selecting a threshold of 0.25 in
the IoU filter is a reasonable tradeoff.

Qualitative Results

To further explore how 3DVLP improves the performance
in visual grounding, we provide the comparison results with
3D-SPS as shown in Figure 6. These examples demonstrate
that 3DVLP has a better understanding of the relationship
between scene and language as a result of incorporating
OSC and OCC, leading to better performance.

Conclusion

In this paper, we investigates the shared nature across dif-
ferent tasks in semantic 3D scene understanding and pro-
poses 3DVLP, a contrastive 3D vision-language pre-training
framework. 3DVLP introduces the object-level loU-guided
detection loss to obtain high-quaility proposals, aligns the
point cloud representation and language representation by
training over object-level cross-contrastive alignment task
and develops its ability to distinguish different objects in
the scene through object-level self-contrastive learning task.
Comprehensive experiments reveal the generalization abil-
ity and superiority of 3DVLP over all downstream tasks in
semantic 3D scene understanding, leading to a new state-of-
the-art performance. Future work needs to focus on dealing
with the fusion of point cloud and language, desirably about
the full interaction of multi-level information.
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