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Abstract

Cognitive diagnosis seeks to estimate the cognitive states of
students by exploring their logged practice quiz data. It plays
a pivotal role in personalized learning guidance within in-
telligent education systems. In this paper, we focus on an
important, practical, yet often underexplored task: domain-
level zero-shot cognitive diagnosis (DZCD), which arises due
to the absence of student practice logs in newly launched
domains. Recent cross-domain diagnostic models have been
demonstrated to be a promising strategy for DZCD. These
methods primarily focus on how to transfer student states
across domains. However, they might inadvertently incor-
porate non-transferable information into student representa-
tions, thereby limiting the efficacy of knowledge transfer. To
tackle this, we propose Zero-1-to-3, a domain-level zero-shot
cognitive diagnosis framework via one batch of early-bird
students towards three diagnostic objectives. Our approach
initiates with pre-training a diagnosis model with dual regu-
larizers, which decouples student states into domain-shared
and domain-specific parts. The shared cognitive signals can
be transferred to the target domain, enriching the cognitive
priors for the new domain, which ensures the cognitive state
propagation objective. Subsequently, we devise a strategy
to generate simulated practice logs for cold-start students
through analyzing the behavioral patterns from early-bird stu-
dents, fulfilling the domain-adaption goal. Consequently, we
refine the cognitive states of cold-start students as diagnos-
tic outcomes via virtual data, aligning with the diagnosis-
oriented goal. Finally, extensive experiments on six real-
world datasets highlight the efficacy of our model for DZCD
and its practical application in question recommendation.
The code is publicly available at https://github.com/bigdata-
ustc/Zero-1-to-3.

1 Introduction

Intelligent education systems offer access to learning re-
sources and tailor-made services, contributing significantly
to the burgeoning popularity of online learning. These plat-
forms cover a broad range of learning topics. As shown in
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Figure 1: Illustrative procedure of personalized learning in
intelligent education systems.

Figure 1, each topic includes an extensive question bank,
empowering students to independently select specific ques-
tions for targeted practice. By analyzing student practice
logs (e.g., correct or incorrect responses), their cognitive
states (i.e., the proficiency on specific knowledge concepts)
are estimated, which is referred to as the procedure of cog-
nitive diagnosis (Wang et al. 2020). The diagnostic results
can support further customized applications, such as ques-
tion recommendation (Liu et al. 2023a) and adaptive test-
ing (Zhuang et al. 2023). As a result, cognitive diagnosis has
garnered significant attention from both the “Al for educa-
tion” community and the general populace (Nguyen 2015).

Previously, a number of cognitive diagnosis models
(CDMs) (Embretson and Reise 2013; Reckase 2009; Tsut-
sumi, Kinoshita, and Ueno 2021; Wang et al. 2020; Gao
et al. 2021; Yao et al. 2023) have been developed to en-
hance diagnostic precision. However, many of these mod-
els encounter challenges with the “cold-start” problem. This
challenge arises when an online platform launches a novel
learning topic with a fresh question bank (e.g., Physics in
Figure 1). At the initial launch, there exists only a limited
collection of practice records from the early-bird learners,
who form the first batch of students in this domain. How-
ever, practice logs of unseen students remain unavailable for
model training. Consequently, the diagnostic performance
of traditional CDMs is often impaired as they only work in
mature domains where student practice logs are available.
We call this task domain-level zero-shot cognitive diagnosis
(DZCD). DZCD is an important and practical task aiming
to diagnose cognitive states of unseen students, for whom
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practice logs are blank in the new domain.

Recently, promising strategies have emerged to address
the challenge of DZCD through cross-domain CDMs (Gao
et al. 2023). They primarily focus on the problem of how
to transfer student cognitive signals from well-established
source domains to cold-start target domains. The key point
is to profile cognitive states of students based on their his-
torical behaviors from some mature source domains and
represent questions in the target domain with available fea-
tures. However, they tend to overlook a crucial but rarely
touched concern: what to transfer. This issue involves iden-
tifying valuable transferable student states from different
topical domains, as not all cognitive signals can be trans-
ferred. We argue that there exist two kinds of student cog-
nitive preferences in each domain, namely domain-shared
and domain-specific. Let us consider Geometry and Func-
tion domains as an illustration. Cognitive signals shared
across domains (e.g., basic skills) usually provide valu-
able clues for cross-domain transfer. For example, students
may perform similarly on simple questions in both domains
because the knowledge examined in these straightforward
questions is usually basic and general, e.g., Addition and
Subtraction, which is suitable for cross-domain propagation.
In contrast, domain-specific states (e.g., high-level concept
Cube in Geometry and concept Polynomials in Function)
offer deeper insights within their respective domain, while
they could be irrelevant or detrimental for other domains,
which is commonly non-transferable. For instance, under-
standing concept Cube might not contribute significantly
to mastering Polynomials. Unfortunately, previous models
inevitably encode domain-specific information into student
states intended for cross-domain transfer, which hampers
transfer performance and can even the negative transfer
problem (Hu, Zhang, and Yang 2018).

In this paper, we aim to delve deeper into the prob-
lem of “what to transfer” to unlock the full potential of
CDMs under DZCD, which is significant but challenging.
Ideally, a desirable solution should fulfill the following three
objectives (Gao et al. 2023): (1) diagnosis-oriented: the
model should proficiently diagnose student cognitive states
in DZCD scenarios. (2) cognitive signal propagation: the
model must effectively extract domain-shared states from
source domains for the cross-domain propagation of student
cognitive signals. (3) domain-adaption: for any new cold-
start domain, the model is expected to be domain-adaptive,
which needs to fully leverage available domain-specific cues
in cold-start scenarios, e.g., the first batch of early-bird stu-
dents in the domain.

Motivated by the above considerations, we propose Zero-
1-to-3, a domain-level zero-shot cognitive diagnosis frame-
work via one batch of early-bird students towards three di-
agnostic objectives. Specifically, our approach begins with
the pre-training of a CDM across multiple source domains
to establish an initial profile of students’ states. During this
phase, we separate student profiles into domain-shared and
domain-specific parts as input of the CDM. Meanwhile,
two well-designed regularizers are placed to guide their
optimizations. After pre-training, the shared cognitive sig-
nals can be refined and can be transferred to the new do-
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main to provide useful and broad experiences, which en-
sures the cognitive signal propagation objective. Next, our
focus shifts to effectively adapting cold-start students whose
practice logs are unavailable. To achieve this, we first use
domain-shared states as initial student embeddings in the
new domain. Then, we devise a strategy to generate simu-
lated practice logs for unseen students, to fine-tune the states
for unseen students. Here, we leverage the cognitive similar-
ity between early-bird and unseen students to transfer prac-
tice patterns from the former to the latter, resulting in synthe-
sized data. Notably, as the practice behaviors of early-bird
students originate directly from the new domain, they offer
distinct insights crucial for achieving the domain-adaption
goal. After attaining warm-up states for cold-start students
through fine-tuning using simulation logs, we can proceed
with diagnostic predictions in the new domain characteriz-
ing our approach as diagnosis-oriented. Notably, it is impor-
tant to highlight that Zero-1-to-3 framework, as a general
framework, is applicable across a wide range of CDMs.

Finally, extensive experimental results on six real-world
datasets not only prove that Zero-1-to-3 can effectively per-
form DZCD and outperform typical baselines, but also high-
light a practical application in question recommendation.

2 Related Work

Traditional Cognitive Diagnosis Models. Cognitive diag-
nosis has been well-researched for decades in educational
psychology (Bi et al. 2023; Chen et al. 2023). It aims to
profile the cognitive states of students by exploiting their
response results (e.g., correct or wrong) (Embretson and
Reise 2013; Tong et al. 2022). For instance, Item Response
Theory (IRT) (Embretson and Reise 2013) and Multidimen-
sional IRT (MIRT) (Reckase 2009) use unidimensional/-
multidimensional latent parameters indicating student abil-
ity and question difficulty, respectively, to predict student
response on this question in a logistic way. Deterministic
Inputs, Noisy-And gate (DINA) (De La Torre 2009), Neu-
ralCD (Wang et al. 2020) and RCD (Gao et al. 2021) directly
model student proficiency of specific knowledge concepts.

Cross-domain Cognitive Diagnosis. Cross-domain cogni-
tive diagnosis is proposed to address the DZCD issue which
arises when an online education platform introduces new do-
mains, resulting in unavailable practice logs for most stu-
dents. DZCD is a practical task, but research in this area
is almost blank (Gao et al. 2023). Existing studies (Gao
et al. 2023) on DZCD primarily concentrate on effectively
transferring student cognitive signals from source domains
to cold-start target domains through cross-domain modeling.
The primary challenge is to construct student cognitive rep-
resentations based on existing domains and utilize question
attributes (e.g., textual contents (Liu et al. 2019; Schmucker
and Mitchell 2022) and question relational attributes (Gao
et al. 2023)) as intermediaries for the cross-domain trans-
fer. However, these methods might inadvertently incorpo-
rate non-transferable information into student representa-
tions limiting transfer performance.
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3 Preliminaries
3.1 Cognitive Diagnosis Model

We first introduce the general form of cognitive diagnosis
models (CDMs). We select the general form of CDMs pro-
posed in TechCD (Gao et al. 2023) as our framework, which
consists of three types of basic elements: students, questions
and knowledge concepts. The diagnosis process can be ab-
stracted as modeling student-question-concept interactions
through predicting student practice performances as follows:

Suv = Mcp(u,v,C),

where u and v are the traits of student u (e.g., cognitive
states) and question v (e.g., difficulty). C is the embedding
matrix of all knowledge concepts. Mcp(-) is the diagnos-
tic function to predict the response result y,, of student
u on question v (correct or wrong). For instance, Mcp(+)
is a logistic-like function for IRT/MIRT with uni-/multi-
dimensional latent parameters of student ability and ques-
tion difficulty, respectively, i.e., y,,, = sigmoid(u — v),
where u and v are enhanced by fusing concept features C.
It is a multi-layer neural network f(-) in NeuralCD, i.e.,
Suv = f(qy o (p, — dy)), where p, « f,(u,C) and
d, « f,(v,C). Two full connection layers f,(-) and f.(-)
are used to fuse knowledge concepts into the student/ques-
tion embeddings, respectively. Each element p,, . of p,, de-
notes the mastery level on concept ¢ of student u. g, masks
unrelated concepts for question v with element-wise prod-
uct o, where ¢, = 1 if question v associates concept ¢ and
qv.c = 0 otherwise.

To ensure psychometric interpretability of prediction,
CDMs should strictly follow the Monotonicity assumption:
the probability of correctly answering the question mono-
tonically increases with student cognitive proficiency, i.e.,
OMcp/du > 0 (Tong et al. 2022).

3.2 Problem Setup

In the domain-level zero-shot cognitive diagnosis (DZCD)
scenario, we consider M source domains S',S2,...,SM
and one target domain 7. In the k-th source domain S, sup-
pose Ugk, Vsi and Cgr are the sets of students, questions
and concepts. The practice logs in this domain is depicted as
Lgk = {(uk, vk,y],j’v)Iy,’j,v € {0,1},uk € Uk, vk e Vs },
where yﬁyv 1 represents student u answers question v

correctly in source domain S¥, and y’,j’v = 0 otherwise.
In the target domain 7, student set Us is split into two
subsets: Uz and Ugs denote the first batch of early-
bird students and remaining unseen students, respectively.
Vg and Cq are the sets of questions and concepts, respec-
tively. The practice records of U4 is available, denoted as
LT(O) = {(M,V, yu,v)lyu,v € {O’ 1}7 u € (LIT(O)sV € (VT}
The student set of the target domain is the subset of all the
source domains, but question sets on each domain (includ-
ing source and target domains) are totally different. Besides,
let |U| denote the number of set ¢/, and || - || denote £, norm.

Based on the above setup, we aim to diagnose cognitive
states for unseen cold-start students Uz through fully ex-
ploiting available practice records (i.e., Lgx U Lg0)) with
student performance predictions.
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Figure 2: The main framework of Zero-1-to-3. (a) shows
the pre-training stage in source domains with cognitive state
decoupling. (b) is the adaptive diagnosis stage in the new
domain, where ) ~ @ denote execution sequence. (I) is
the initialization step, @) refines early-bird student states,
@ simulates virtual logs for unseen students. The simulated
logs are used to fine-tune cold-start students with @.

4 Methodology

Our framework contains a pre-training process with cogni-
tive state decoupling (Figure 2 (a)) and an adaptive diagnosis
with fine-tuning via simulation logs (Figure 2 (b)). Next, we
introduce them starting from an embedding layer.

4.1 Embedding Layer

This layer offers initialized representations for students,
questions and knowledge concepts in each domain. Specif-
ically, it contains several parameter matrices as student em-
beddings, i.e., U¥st e RIUsk!XF and UYr e RIUTIXF for
students in source domain S* and target domain 7", respec-
tively, where F is the dimensional size. For the question,
we adopt a pre-trained Bert (Devlin et al. 2018) to encode
its textual content as initial representations by averaging its
word-level embeddings. The question content-based embed-
dings in each domain includes VVs* € RIVsxXF and VY7 ¢
RIV7IXF The concept embedding is obtained by averaging
all relative question embeddings. We denote concept embed-
dings in source and target domains as CCs* e R!CstXF and
CCr e RICTIXF | respectively. Note that the content-based
encoder can cope with cold-start questions/concepts well by
encoding their semantics (Liu et al. 2019). Our focus falls
into student-side cross-domain transfer.

4.2 Cognitive State Decoupling

During this stage, a CDM is pre-trained across multi-
ple source domains to establish an initial profile of stu-
dents’ states. To ensure effective cross-domain transfer, the
model should extract domain-shared cognitive representa-
tions from the input student embeddings within source do-
mains. However, prior cross-domain CDMs struggle to dif-
ferentiate between general and specific signals, potentially
hindering the effectiveness of cross-domain transfer. In-
spired by the success of decoupling learning in various
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fields (Wang et al. 2023; Liu et al. 2023b), we propose
to decouple student states into domain-shared and domain-
specific parts. The initial decoupled embeddings for students
in each source domain can be obtained as follows:

fspe(uk),

where 1 is u-th row of U¥s* denoting input trait for student
u in source domain S* from embedding layer. The input
can be divided into: u* , containing domain-shared states

sh
while ui‘pe emphasizing domain-specific states. fs;,(-) and
fspe(+) are cross-domain shared full connection layers with
the same input and output dimensions.

Then, we devise two mathematical regularizers to opti-
mize these two types of signals separately, inspired by (Zhao
et al. 2017; Chen et al. 2018, 2022). Unlike prior decoupling
methods, our insight is rooted in educational field-specific
analysis, thoughtfully tailored for the DZCD task.

Domain-shared states reveal general cognitive prefer-
ence across domains, providing a panoramic perspective for
inferring student preferences. Leveraging these shared states
can notably enhance the cross-domain transfer capability of
CDMs. However, these broad clues cannot offer a fine peek
into student preference in each individual domain as they are
blocked by domain-specific information. Hence, domain-
shared states should fulfill the following requirement:

k k k
U, = fsha(u ), Uspe

k

Requirement 1 Suppose a CDM has obtained the domain-
shared student representations from a domain S*. It may ex-
hibit strong overall predictions across source domains. Be-
sides, its performance within S* is hindered by its absence
of domain-specific information.

The above requirement can be approximatively expressed
through the following regularization function:

M
Lora = - (Brguietan [y = Mep @y, .00

oy

(uk vk yk L )eLgk

[¥ie,e = Mep (g, v, €| )

where the first term minimizes the expectation of global pre-
diction errors while the second term deliberately undermines
prediction performance within a specific domain.
Domain-specific states contain student preferences for
unique and specialized knowledge within the relevant learn-
ing topic, often supplying richer in-domain insights. Log-
ically, by harnessing these specific cues within a particu-
lar domain, CDMs can achieve enhanced diagnostic perfor-
mance as these clues hold significant in-domain value. How-
ever, this unique information might compromise the diag-
nostic accuracy across other domains, as it is typically ir-
relevant to unrelated domains. Hereby, the domain-specific
cognitive states should satisfy the following requirement:

Requirement 2 Assume a CDM has obtained the domain-
specific student states from S*. It probably leads to impres-
sive predictive performance within domain S*. Conversely,
prediction accuracy is expected to be suboptimal when the
model is employed in other domains.
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The above requirement can be further expressed through
the minimization of the following regularization objective:
M

Lope=2, D,
k=1 (uk,vk,y.’i,\,)ELSk

||yﬁ,v - MCD(ufvpe’vk’Ck)” )’
ie{l,-- ,M}\{k}

(IIv&,, = Mep @by, w5, €|

where the first term narrows the gap between the actual per-
formance yl’j’v and the prediction using the specific state of

student u* on question v* from domain S*. The second term
encourages misleading predictions by using domain-specific
student states from other domains.

To summarize, the pre-training stage is directed by two
regularizers for cognitive state decoupling as: Ljec
Lspe + Lsha. The shared cognitive signals from different
domains can offer broad experiences that are useful when
students encounter new areas, making it easier to trans-
fer knowledge between domains. Consequently, this process
can preserve the cognitive signal propagation objective.

4.3 Domain-adaptive Cognitive Diagnosis

After completing pre-training, our focus shifts towards per-
forming domain-adaptive cognitive diagnosis for unseen
students. A simple yet effective solution is to directly use
domain-shared states as initial student representations for
DZCD, which has been used in previous studies (Gao et al.
2023). However, we contend that it is not domain-adaptive
as it ignores in-domain considerations. For this goal, we de-
vise a strategy to generate simulated practice logs for un-
familiar students by fully utilizing available early-bird stu-
dents. Based on simulated practice logs, we can warm up
student states by fine-tuning within the new domain.
Specifically, given a pre-trained CDM M¢p and decou-
pled embeddings of each student u, i.e., {u's‘ha,ufpe kM:],
we freeze model parameters and initialize the state of each
student u € U using his/her domain-shared represen-
tations from source domains inspired by the related tech-
niques (Yang et al. 2017; Yue et al. 2023) as follows:

1 M,
"=y Zk:l Usha>

where an average pooling is adopted to merge shared sig-
nals to obtain initial states u4 of each student u across M
source domains, since this operation can augment represen-
tations compared to ones in a single domain and smooth the
biases across domains (Wang et al. 2021; Zhu et al. 2023).
The domain-shared states are transferable, which can pro-
vide valuable priors.

Based on the setup, we utilize practice logs of the early-
bird student u € U4 to refine their cognitive states, aim-
ing to establish an initial understanding for the new domain.
This process is optimized by minimizing the difference be-
tween prediction Mcp (+) and actual response y,,, as:

Z [y = Mcp (v, €7

(,v,yu,v) €L (0)

(D

-Eeb,stu =
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Next, we aim to generate simulated practice logs for re-
maining unseen students by exploiting in-domain clues from
early-bird students. Our basic assumption is that students
with similar cognitive preferences are likely to achieve sim-
ilar practice performance in a certain domain (Long et al.
2022; Yin et al. 2023). Thus, leverage the cognitive similar-
ity between early-bird and unseen students to transfer prac-
tice patterns from the former to the latter, resulting in syn-
thesized data. With this in mind, we introduce a strategy to
extract students’ similarities from source domains as avail-
able clues in the target domain are very few.

In detail, for each early-bird student u, we first find a ref-
erence source domain S¥ through the alignment of their re-
fined embeddings in the target domain and domain-specific
states originating from each source domain as follows:

S* = argmax sim
ke{l,-- .M}

@

k
(u’]', uspe) s

where sim(-, -) denotes the similarity function, for which we
use cosine similarity. S¥ is selected as a reference domain
as student u has the most similar states between both S* and
the target domain. Within S, we compute similarity score
between student # and each unseen student i by using their
domain-specific representations as follows:

: k -k
Su,i € sim (u i )
i€ty spe>spe | >

3)

where u fpe and ifpe are domain-specific states pre-trained
in S* of early-bird student u and each unseen student i.
Then, we rank these unseen students via similarity scores
and select top p individuals to form a similar peer set for
student u, denoted as #,. Subsequently, for each selected
unseen student in P, denoted as 7, their virtual data can be
approximatively generated by duplicating practice records
of u in the target domain as their performances are similar:
L'Pf — L7, C Lyw. (@)
By repeating the above processes (Eq. (2) - (4)) for each
early-bird student, we can generate practice logs for parts of
unseen students in the target domain. Note that the above
simulation process might not cover every cold-start stu-
dent, a concern linked to the parameter p. While a larger p
could involve more students, such an approach is not recom-
mended due to the potential introduction of noise. Based on
simulation data, denoted as Lp, we fine-tune the cognitive
states of unseen students in the new domain as:

S I - Mep(urvr.c|.
(t4,v,Yu,v)ELp
(5)

Through optimization with the above loss, the cognitive
embeddings of cold-start students can be augmented, en-
suring our framework is diagnosis-oriented. Concurrently,
this stage maximizes the utilization of domain-specific cues
from the perspective of early-bird students, aligning with the
domain-adaptation objective.

Lcnld,stu =
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Datasets ‘ #students #questions #concepts #logs
Geometry 15,283 2,299 251 127,570
Function 15,404 2,172 201 121,512
Probability 4,076 246 32 10,237
Physics 13,369 2,699 552 146,326
Arithmetic 14,073 1,828 200 86,699
English 5,906 409 135 24,739
Total | 21,068 9,653 1,371 517,083

Table 1: Some basic statistics of the datasets.

S Experiments

We conduct comprehensive experiments to address the fol-
lowing research questions:

* RQ1 How powerful is Zero-1-to-3 for the DZCD task?

* RQ2 How effective are the key components of the Zero-
1-to-3 model?

* RQ3 Can the Zero-1-to-3 perform cognitive diagnosis
well beyond the cold-start stage?

* RQ4 How to apply our framework to provide personal-
ized learning guidance?

5.1 Datasets

We conduct experiments on six real-world datasets i.e., Ge-
ometry, Function, Probability, Physics, Arithmetic and En-
glish, which are collected from the iFLYTEK Learning Ma-
chine!. All the datasets provide student practice records,
question textual contents and question-concept correlations,
where each question associates one knowledge concept.
For each dataset, we reserve only the first attempt of each
question to ensure that student states are static following
the (Wang et al. 2020). Each dataset is treated as a domain.
We switch their roles, each acting as the cold-start target do-
main and leaving the other five as the source domains. We
split each source domain by randomly selecting two histori-
cal interactions from each student’s logs for validation, with
the remaining data serving as the training set, similar to the
widely used leave-one-out evaluation (Rendle et al. 2009).
We randomly select some students (reported in section 5.2)
as early birds (the order in which student commence new
domains does not influence one another) to introduce data
diversity for each domain when acting as the target domain.
Besides, to train the Oracle models (section 5.2), we also
split the target domain’s dataset into training (70%), val-
idation (10%), and test sets (20%). The basic statistics of
datasets are listed in Table 1.

5.2 Experimental Setup

Baselines To verify the effectiveness of our model, we
apply our framework to three well-adopted CDMs, i.e.,
IRT (Embretson and Reise 2013), MIRT (Reckase 2009) and
NeuralCD (Wang et al. 2020) (introduced in section 3.1).
We call them Zero-CDM, e.g., Zero-IRT. We select several
baselines for comparison. Among them, the Random and

Uhttps://xxj.xunfei.cn/
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Geometry as Target Function as Target Probability as Target
Methods ACCT AUCT RMSE| ACCT AUCT RMSE| ACCT AUCT RMSE |

Random 4991 49.83 57.80 4997 50.04 57.76 50.17 5096  57.60
Oracle  73.57* 79.86" 44.54* 74.16* 80.44* 42.71% 70.00% 72.41" 45817

NLP 62.27 6493  48.62 55.38 61.92  49.15 58.51 65.28 48.73

IRT GCN 60.49 6292 51.62 5423 56.67 52.12 58.16 57.02 51.36
Tech 59.96 6250 49.86 5245 59.58 55.13 65.22 5424 5458

Ours 57.01 6496 49.51 55.73 60.96 51.95 65.37 58.30 50.47
Oracle  73.53* 80.57* 42.35* 74.03* 80.92* 41.82* 70.32% 72.76* 44.78*

NLP 56.74 68.27 52.15 55.32 68.00 55.22 65.67 64.62 47.77

MIRT GCN 56.50 59.20 51.95 59.39 63.80 50.95 65.22 58.19 50.48
Tech 56.66 63.02 49.33 58.82 6132 5398 62.22 60.26 51.50

Ours 51.48 6598 50.56 60.91 68.01 49.36 68.27 7046 45.60
Oracle  73.62* 81.10" 41.95* 74.27° 8097 41.99* 72.26% 75.25" 41.81"

NLP 58.66 58.16 49.05 5890 57.85 49.31 64.36 50.28 48.73

NeuralCD | GCN 56.84 50.10 49.74 55.00 51.12  54.30 64.92 5289 49.40
Tech 60.20 60.23  53.44 58.33 52.83 52.63 65.22 53.53 57.23

Ours 6148 6030 52.58 59.78 55.11 52.04 66.67 6743 48.68

Physics as Target Arithmetic as Target English as Target
Methods ACCT AUCT RMSE| ACCT AUCT RMSE| ACCT AUCT RMSE |

Random 4994 4999  57.75 4999 50.03 57.69 5030 5023  57.58
Oracle  70.46* 77.49* 4391* 69.57* 69.14" 48.48" 74.37* 81.78" 40.96"

NLP 56.35 59.63 49.51 60.66 60.78 50.83 64.03 66.75 48.37

IRT GCN 5432 52.08 52.03 54.04 51.12 51.03 5434 5090 55.13
Tech 56.17 57.53 56.93 55.44 5201 51.20 56.73 5576  51.03

Ours 56.43 5228 56.52 56.23 52.08 50.72 5446 58.28  50.07
Oracle  70.43* 77.45" 44.50* 74.60* 81.10" 42.68* 72.80* 81.01" 42.54*

NLP 5432 61.18 54.96 60.01 66.12 50.77 50.69 58.34  56.75

MIRT GCN 54.35 58.17 5752 60.53 60.02  50.60 5047 51.15 5441
Tech 5333 6031 50.24 5993 5435 55.59 54.86 55.08 53.40

Ours 56.71 72.06 48.71 61.88 63.71  48.52 61.52 66.17 48.24
Oracle  70.22% 77.72" 43.94* 74.45° 81.80" 41.22° 72.64* 81.53" 41.98"

NLP 56.32 5645 5142 60.63 5795 4943 50.47 5048 51.12

NeuralCD | GCN 5421 5454  50.26 60.44 58.40 52.68 5047 5215 50.51
Tech 5423 52.18  50.81 56.99 5240 49.57 57.93 56.12  50.10

Ours 61.59 68.08 50.22 60.89 5892 51.99 60.87 60.23 48.96

Table 2: Performance comparison (%). The best zero-shot performance is highlighted in bold, and the runner-up is underlined.
T () means the higher (lower) score the better (worse) performance, the same as below. * indicates the oracle result.

Oracle methods indicate the lower and upper bounds of per-
formance. For each baseline (excluding Random), we also
select IRT, MIRT and NeuralCD as diagnostic functions.

* Random: The Random method predicts the students’
scores randomly from Uni form(0, 1).

* Oracle: The Oracle baseline is trained with logs from both
source and target domains using the traditional CDM.

¢ NLP-based (Liu et al. 2019): The NLP-based method uses
learnable embeddings as student states in source domains
and represents questions by encoding their texts. To im-
plement it, we adopt Bert (Devlin et al. 2018) as the tex-
tual encoder following the setup in (Gao et al. 2023).

GCN-based and Tech-based (Gao et al. 2023): Both these
methods use a knowledge graph (Yang et al. 2023) linking
each domain for transfer. The graph is constructed using
a statistical method proposed in RCD (Gao et al. 2021).

Evaluation As cognitive states cannot be directly ob-
served in practice, it is common to indirectly assess
CDMs through predicting student performance on valida-
tion datasets. To evaluate prediction performance, we adopt
ACC and AUC, and RMSE as metrics from the perspectives
of classification and regression, respectively, following pre-
vious works (Gao et al. 2021; Zhang et al. 2023).
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Figure 3: Performance under different peer student numbers.

Implementation Details We set the dimensions of student
and question vectors, i.e., parameter F, as the total number
of knowledge concepts of each domain. The dimensions of
neural network layers are 512 and 256 for all NeuralCD-
based models. The number of early-bird students ((| U |))
for each domain is set to be 0.01 of the number of students in
the domain, and the number of unseen peer students (p) for
the overall results of student performance prediction (RQ1)
is 50. We set the mini-batch size as 256 and select learning
rate from {0.001, 0.002, 0.02, 0.05} for each model. Each
experiment is repeated five times under consistent conditions
and the best score is reported. Each model is implemented
by PyTorch and optimized by Adam optimizer (Kingma and
Ba 2014). All experiments are run on a Linux server with
two 3.00GHz Intel Xeon Gold 5317 CPUs and one Tesla
A100 GPU. The code is publicly available at https://github.
com/bigdata-ustc/Zero- 1-to-3.

5.3 Experimental Results

Student Performance Prediction (RQ1) We compare
our model with several baselines on student performance
predictions under DZCD. We switch the role of each dataset
acting as the target domain. The overall performance is re-
ported in Table 2. We obtain that: (1) For different diagnostic
implementations (i.e., IRT, MIRT and NeuralCD as diagnos-
tic models), our Zero-1-to-3 framework almost outperforms
all baselines on each target domain, which indicates the di-
agnostic effectiveness of our solution under DZCD scenar-
10s. (2) The most significant distinction between Zero-1-to-
3 and NLP methods lies in our consideration of decoupling
student states and only transferring domain-shared states to
address the “what to transfer” issue. Our method outper-
forms NLP methods in most cases, underscoring the signifi-
cance of adeptly capturing the domain-shared cognitive sig-
nals among students. (3) Both GCN-based and Tech-based
models employ a knowledge graph linking both source and
target domains for domain-adaption by joint training. How-
ever, They cannot fully utilize domain-specific student logs.
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Figure 4: T-SNE visualization of student states.
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Figure 5: Performance in normal diagnosis scenarios.

In contrast, Zero-1-to-3 outperforms these methods, which
confirms its effectiveness.

In the following parts, we primarily present the experi-
mental results of Zero-NeuralCD as the representative ones,
since other diagnosis models can be abstracted as the special
cases of NeuralCD (Wang et al. 2020).

Detailed Analysis (RQ2) This section provides some in-
depth analysis of how the key component in Zero-1-to-3
contributes to solving the challenges of DZCD.
Exploration of Peer Student Number. The sampling
number of early-bird students’ peer students who are unseen
(p) plays a crucial role in the transfer. To study the impact
of different numbers, we train Zero-NeuralCD under several
settings and perform zero-shot student performance predic-
tions on each dataset. We randomly sample the number of
peer students from {10, 30, 50, 300, 500}. Figure 3 presents
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the results under different settings. From the figure, we can
see the diagnostic effect does not consistently improve with
the increasing number of peer students during the simulation
process, indicating that the violent simulation data will bring
noise. We are motivated to explore more suitable methods
for matching peer students in future research.
Visualization. This part visualizes student cognitive
states to observe decoupling effects during pre-training. Un-
der the setting of “English as Target”, for the pre-trained
Zero-NeuralCD (without fine-tuning), we randomly select
200 students and visualize their domain-specific/-shared
states in each source domain using T-SNE (Van der Maaten
and Hinton 2008) in Figure 4. We can observe that domain-
specific student states are more distant from each other com-
pared to domain-shared student states, as they encompass
more unique insights. Furthermore, domain-shared student
states are not entirely blended, and we infer that this is be-
cause they still retain some personalized cognitive features
that contribute to diagnostic performance. These findings
substantiate the efficacy of decoupling regularizers.

5.4 Normal Diagnosis (RQ3)

The above examples show Zero-1-to-3 can be successfully
applied in the DZCD scenarios. A subsequent question is
whether it can effectively perform cognitive diagnosis after
the cold-start stage. Thus, we conduct experiments by fine-
tuning a Zero-NeuralCD (named Zero-NeuralCD-Normal)
under the oracle setting where 70% data in the target do-
main can be used for training. The results under “Geometry
as Target” in Figure 5 demonstrate a significant improve-
ment in the performance of the model fine-tuned in a normal
scenario compared to the model in a cold-start environment.
This observation reveals that our model not only performs
well in DZCD scenarios but also achieves satisfactory re-
sults in the subsequent stage, compared to Oracle models.

5.5 Question Recommendation (RQ4)

The above experiments have proved that Zero-1-to-3 can
complete the DZCD task effectively. This part demonstrates
one of the most popular diagnostic applications, i.e., ques-
tion recommendation, that are in need of industrial practice.
We implement a simple yet effective recommendation
strategy as an example to recommend x questions for the
student under DZCD. Generally, a proper recommendation
should not be too hard or easy to maintain students’ enthu-
siasm when practicing (Huang et al. 2019). Thus, with a re-
fined CDM, we first predict each student’s performance on
questions in the new domain via the Mcp () in Eq. (5). All
questions can be divided into two sets that answer correctly
or not (i.e., positive or negative samples) according to pre-
diction results. Then, we sample 5 questions from each type
of sample, respectively, to yield the recommendation list.
Table 3 lists 6 recommended questions on target domain
Geometry for a randomly selected student using a refined
Zero-NeuralCD, the diagnosed student mastery levels and
question difficulties of the associated concepts, and the stu-
dent’s true performance on the questions as recorded in the
Geometry dataset. We can see the recommended questions
are tailored to the student’s proficiency, neither too easy nor
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GeometryasTarget| ©®© @ Q@ @ © ©
Question id 3,213 200 1,032 2,122 3,013 32
Mastery (%) 40.07 32.00 48.63 26.30 54.33 41.02
Difficulty (%) 41.23 40.04 44.34 30.10 52.01 39.99
True performance X X v X v v

Table 3: Question recommendation via Zero-NeuralCD.

too difficult. Some of them will challenge the student, while
others will serve as “gifts” that can help increase his/her en-
gagement. It confirms the application potential of Zero-1-to-
3 in cold-start scenarios.

6 Conclusion

In this paper, we have proposed a general Zero-1-to-3 frame-
work to tackle the real-world challenge of domain-level
zero-shot cognitive diagnosis (DZCD). The central obstacle
in DZCD involves extracting shared information to facili-
tate cross-domain transfer, while simultaneously adapting to
new domains. To address this, we first pre-train a diagnosis
model with dual regularizers that disentangle student states
into domain-shared and domain-specific parts. These shared
cognitive signals can be transferred to the target domain, en-
riching cognitive priors for the new domain. Subsequently,
we develop a strategy to generate simulated practice logs for
cold-start students in the target domain by using the behav-
ioral patterns of early-bird students. Consequently, the cog-
nitive states of cold-start students can be adaptively refined
using virtual data from the target domain, enabling the ex-
ecution of DZCD. Finally, extensive experiments highlight
the efficacy and potential applicability of our framework.
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