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Abstract

Graph contrastive learning (GCL) has demonstrated remark-
able efficacy in graph representation learning. However, previ-
ous studies have overlooked the inherent conflict that arises
when employing graph neural networks (GNNs) as encoders
for node-level contrastive learning. This conflict pertains to
the partial incongruity between the feature aggregation mecha-
nism of graph neural networks and the embedding distinction
characteristic of contrastive learning. Theoretically, to inves-
tigate the location and extent of the conflict, we analyze the
participation of message-passing from the gradient perspective
of InfoNCE loss. Different from contrastive learning in other
domains, the conflict in GCL arises due to the presence of
certain samples that contribute to both the gradients of posi-
tive and negative simultaneously under the manner of message
passing, which are opposite optimization directions. To further
address the conflict issue, we propose a practical framework
called ReGCL, which utilizes theoretical findings of GCL
gradients to effectively improve graph contrastive learning.
Specifically, two gradient-based strategies are devised in terms
of both message passing and loss function to mitigate the
conflict. Firstly, a gradient-guided structure learning method
is proposed in order to acquire a structure that is adapted to
contrastive learning principles. Secondly, a gradient-weighted
InfoNCE loss function is designed to reduce the impact of
false negative samples with high probabilities, specifically
from the standpoint of the graph encoder. Extensive experi-
ments demonstrate the superiority of the proposed method in
comparison to state-of-the-art baselines across various node
classification benchmarks.

1 Introduction
Inspired by recent advances in contrastive learning (CL) (Liu
et al. 2021) in the fields of computer vision (CV) (Lo-
geswaran and Lee 2018; He et al. 2020; Chen et al.
2020; Chuang et al. 2020) and natural language process-
ing (NLP) (Oord, Li, and Vinyals 2018), graph contrastive
learning (GCL) has emerged as a powerful self-supervised
learning technique (Wu et al. 2021b; Liu et al. 2022b; Ji et al.
2023a; Liang et al. 2022). The combination of expressive
power in graph neural networks (GNNs) (Kipf and Welling
2017; Veličković et al. 2018) and the effective self-supervised
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Figure 1: Conflict arises between the message-passing mech-
anism and the contrastive loss function. (a) The feature of
neighbors is aggregated to the target node through a message-
passing schema, resulting in close proximity between them.
On the other hand, (b) the contrastive loss function aims to
push them far apart, including the neighbors.

learning ability of contrastive learning have sparked signif-
icant interest in investigating various aspects of GCL, such
as augmentation mechanisms (Yu et al. 2022; Zhang et al.
2023), negative sampling techniques (Xia et al. 2022), and
contrastive loss functions (Liu et al. 2022a). Nevertheless,
there is a noticeable gap in the literature that specifically fo-
cuses on the core problem of graph encoders in GCL. It has
been observed that GNN and GCL present specific conflict
issues in this paper.

Most existing works in GCL primarily employ graph neu-
ral networks as encoders (Zhu et al. 2020, 2021; Tong et al.
2021; Wang et al. 2022), similar to semi-supervised node
classification. GNNs employ aggregation operators within
the local neighborhood to collect features from neighboring
nodes, leading to the generation of embeddings that exhibit
higher similarity within the neighbors. (Kipf and Welling
2017). GCL then optimizes the model using noise-contrastive
estimation loss, such as the InfoNCE loss function (Oord,
Li, and Vinyals 2018), which is a noise contrastive estima-
tion (NCE) based objective and identifies each sample by
contrasting the differences between the target node and its
negatives, including its neighbors aggregated by the GNN
encoder (Zhu et al. 2020). The aforementioned approach has
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demonstrated encouraging outcomes, thereby prompting a
surge in research endeavors within this field (Zhu et al. 2020,
2021; Tong et al. 2021; Wang et al. 2022). However, most
previous studies have overlooked the investigation of whether
directly employing GNNs as encoders in GCL is in line with
the fundamental principles of contrastive learning.

An overlooked challenge is the conflict issue between the
message-passing paradigm and noise contrastive estimation
in node-level contrastive learning, as illustrated in Figure 1.
Different from contrastive learning methods employed in
other domains, GCL incorporates the step of neighborhood
aggregation before the application of the contrastive loss func-
tion. The conflict stems from the disparity in approaches. The
message-passing paradigm in GNNs attempts to propagate
information between neighborhoods resulting in reducing the
distances between adjacent nodes, thereby making them close
to their neighbors. On the contrary, in accordance with the
principle of InfoNCE, GCL employs a methodology where
each node and its augmented version is considered a nega-
tive sample for all other samples. This effectively widens
the distance between nodes in the latent space, enabling dis-
crimination between samples. Consequently, a conflict arises
between the feature aggregation of GNNs and the embedding
distinction of GCL. Each node within the network undergoes
partially contradictory optimization directions, as some nodes
are encouraged by GNNs to move closer, while simultane-
ously being repelled from each other by GCL.

To further investigate and address the conflict issue, a theo-
retical analysis is conducted from the perspective of gradients.
Specifically, the effects of different samples (i.e., inter-view
negative samples, intra-view negative samples, and positive
samples) on both the positive and negative contributions to
the gradients of GCL are explored. It is concluded that the
conflict arises due to the simultaneous involvement of certain
samples’ features (the neighbors of the target sample and the
positive sample) in both positive and negative gradients. To
mitigate this conflict, we propose ReGCL, which consists of
a gradient-guided structure learning method (GGSL) and a
gradient-weighted InfoNCE loss function (GW-NCE). Specif-
ically, a CL-adapted adjacency matrix is contained by the
gradient estimator of GGSL, weakening the conflicts brought
by GNNs. The embeddings are subsequently inputted into the
gradient selector of GW-NCE in order to derive coefficients
for positive and negative samples within the InfoNCE loss
function. The main contributions are summarized as follows:

• We study the partial conflict issue between GNNs and
node-level GCL under a theoretical analysis of gradients,
exploring the location and extent of the conflict. To the
best of our knowledge, it is the first attempt to study the
conflict issue from the perspective of gradient.

• Building upon the theoretical findings, we propose a solu-
tion named ReGCL, which aims to alleviate the conflict
by incorporating gradient-guided structure learning and
gradient-weighted InfoNCE.

• Extensive experimental results demonstrate the superior
performance of ReGCL in comparison to multiple state-
of-the-art baselines on node classification benchmarks.

2 Preliminary
Consider a graph G = (V, E), where V = {vi}Ni=1 represents
the set of nodes with a cardinality of N , and E ⊆ V × V
denotes the set of edges. Let A ∈ {0, 1}N×N denote the
adjacency matrix and X ∈ RN×F be the feature matrix,
where F denotes the dimension of features. Node-level graph
contrastive learning methods first sample two augmentations
t ∼ T from a pool of augmentation functions T . The aug-
mentations generate two distinct views G1 and G2 of the
original graph, where G1 = (A1,X1) and G2 = (A2,X2).

GCL subsequently employs message-passing neural net-
works to obtain the embeddings of nodes. Here, we focus on
the single-layer graph convolution network (GCN). Consider
a node ui ∈ G1 as the target node:

ui = Θ⊤
∑

j∈Ni∪{i}

eji√
djdi

xj , i ∈ [1, N ] (1)

where di = 1 +
∑

j∈[1,N ] Aji,1, eji is the edge weight from
source node j to target node i, Ni is the neighbors of ui in
G1, xi ∈ X1 is the input feature of the node ui, and ui is the
learned embedding.

After applying a projection function, graph contrastive
learning seeks to identify the node ui using an InfoNCE-
based loss. This loss function aims to keep the embeddings
of the same node in different views (ui,vi) close together
(i.e., positive pair), while simultaneously pushing other node
pairs further apart (i.e., negative pair):

Li=− log
f(ui,vi)

f(ui,vi)+
∑

k ̸=i f(ui,vk)+
∑

k ̸=i f(ui,uk)
,

(2)
where f(·, ·) = exp(sim(·, ·)/τ), and sim(ui,vi) = ui ·
vi/||ui|| · ||vi|| is the cosine similarity, τ is the temperature.

3 Theoretical Analysis:
Conflicts between GNN and GCL

The problem of conflict in node-level GCL arises when spe-
cific samples are simultaneously included in both the aggre-
gation of positive and negative samples. Consequently, for a
given target node ui, the same other samples may have oppo-
site impacts on the optimization. This conclusion is reached
by conducting a gradient analysis in this section, which is
illustrated in Figure 2 showcasing three distinct conflicts.

3.1 Gradient Analysis
In order to investigate the occurrence and magnitude of con-
flicts, a theoretical analysis is conducted on the gradient in
graph contrastive learning. Unlike previous studies (Wang
and Liu 2021; Wu et al. 2021a), we identify conflicts by
analyzing the gradients with respect to the features x (i.e.,
by taking the messaging-passing into account). It is imper-
ative to perform this as conflicts cannot be identified only
by analyzing the gradients with respect to representations or
similarities. Formally, for a target ui, the gradients of graph
contrastive learning w.r.t.xi is as follows:
∂Li

∂xi
= Φ(C(ui,vk)︸ ︷︷ ︸

inter-view negatives

+ C(ui,uk)︸ ︷︷ ︸
inter-view negatives

+C(ui,vi)︸ ︷︷ ︸
positives

) · ci, (3)
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Figure 2: Conflict Identification. (a) Conflict on inter-view negative samples. The feature of negative xk is aggregated to the
embeddings of itself vk and the positive samples vi in cases where the negative is also the neighbor of the positive sample.
However, the action of contrastive loss to vk and vi are opposite, making xk play a contradictory role in the optimization process.
(b) Conflict on intra-view negative samples. Part of the embedding of the intra-view negative sample uk has the participation of
the target node feature xi when the negative is adjacent to the target node, which leads to the opposite effect of xi on optimization.
(c) Conflict on inter-view negative samples. Similar to (a), the feature of positive sample x′

i also has the conflict issue.

where Φ = W⊤Θ⊤ represents the parameters of GCN and
projection function, ci =

I−ũiũ
⊤
i

τ ||ui||
√
didi

Φ is a constant w.r.t.xi.
Specifically, C(ui,vk) denotes the contribution of inter-view
negative pairs, C(ui,uk) denotes the contribution of intra-
view negative pairs, and C(ui,vi) donates the contribution
of the positive pairs:

C(ui,vk) =
∑
k ̸=i

∑
j∈Nk∪{k}

P (ui,vk)
ejk√
dkdj

xj , (4)

C(ui,uk) =
∑
k ̸=i

∑
j∈Nk∪{k}

P (ui,uk)
ejk√
dkdj

xj , (5)

C(ui,vi) =
∑

j∈Ni∪{i}

(P (ui,vi)− 1)
eji√
didj

xj , (6)

where P (i, j) = softmax(f(i, j)) ∈ [0, 1] is the probability
of i being identified as j. The proof is in the Appendix A. We
have the following observations: (1) The gradient directions
of each sample xj in Eq. (4-5) and Eq. (6) exhibit opposite
directions. (2) There are specific samples that simultaneously
contribute to both the gradients of negatives and positive
instances, resulting in conflicts between GNN and GCL.

3.2 Conflict Identification and Quantification
The emergence of conflicts is observed within specific sam-
ples that are engaged in both positive and negative gradients,
as previously elucidated. To determine the location and nature
of the conflict, we conducted a gradient analysis considering
different types of conflicting samples, including inter-view
negatives, intra-view negatives, and positives.

Conflict on Inter-View Negative Samples. Consider a
set of inter-view negative samples Vn for the target node
ui, which can be divided into two disjoint subsets Vn =
V+
n ∪V−

n and V+
n ∩V−

n = ∅. V+
n represents the set of samples

adjacent to the positive sample vi, and V−
n stands for nodes

not adjacent to vi. Specifically, the conflict occurs in V+
n

because these samples participate not only in Eq. (4) as well
as being present in Eq. (6) as the neighbors of the positive

sample. Formally, for vk ∈ V+
n , the conflict in which vk

participates is measured by the weight coefficients of xk:

w(vk,−) =
∑

j∈Nk∪{k}

P (ui,vj)
ekj√
dkdj

, (7)

w(vk,+) = (P (ui,vi)− 1)
eki√
didk

, (8)

where w(vk,−) is the weight of xk in the gradients of inter-
view negatives and w(vk,+) represents the weight in posi-
tives. The directions of the above two weights are also oppo-
site, which causes conflict.

Conflict on Intra-View Negative Samples. Let Un denote
the collection of intra-view negative samples pertaining to the
target node ui. Un can be divided into two disjoint subsets
Un = U+

n ∪U−
n and U+

n ∩U−
n = ∅, where U+

n represents the
set of samples that are adjacent to the target node ui, while
U−
n refers to nodes that are not adjacent to ui. Specifically,

the conflict is in U+
n because the target node participates in

the message-passing of U+
n in Eq. (5), which should not be

included in the gradients of negatives. Formally, given the
target node ui, the conflict within U+

n can be quantified by
the weight of xi in the gradients of intra-view negatives:

w(ui,−) =
∑
j∈U+

n

P (ui,uj)
eij√
didj

. (9)

Conflict on Positive Samples. Denote vi as the positive
sample of the target node ui. Similar to inter-view negatives,
the conflict on the positive sample is caused by vi participat-
ing in both the message-passing of negatives in Eq. (4) and
positives in Eq. (6). Formally, the conflict of vi is as follows:

w(vi,−) =
∑
j∈V+

n

P (ui,uj)
eij√
didj

, (10)

w(vi,+) = (P (ui,vi)− 1)
eii√
didi

, (11)

where w(vi,−) and w(vi,+) represent the conflict of vi in
the gradients of negatives and positives.
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Figure 3: ReGCL framework. (a) Gradient-guided structure learning (GGSL) learning a CL-adapted adjacency matrix A′

through higher-order structure enhancement and the gradient estimation, leveraging the theoretical analysis on GCL gradients.
(b) Gradient-weighted InfoNCE (GW-NCE) generates the coefficients on positive and negatives in the contrastive loss.

4 Methodology
In this section, we present our proposed model, ReGCL, as
depicted in Figure 3. To address the conflict issues between
GNN and GCL, ReGCL comprises two primary components:
(1) Gradient-guided Structure Learning (GGSL) to weaken
the impact of feature smoothing of latent negative samples
in the message passing stage, and (2) Gradient-weighted
InfoNCE (GW-NCE) is employed to decrease the weight
assigned to potential false negatives in contrastive loss.

4.1 Gradient-guided Structure Learning
To improve message passing and enhance its adaptability
to graph contrastive learning, we propose a gradient-guided
structure learning (GGSL) to learn new edges and weights,
thereby mitigating the adverse effects of feature smoothing.

Gradient Estimation. As gradients are not accessible in
the context of message-passing, we propose using a gradient
estimator prior to the graph encoder in order to acquire the
aforementioned weights. To obtain the accurate gradient, we
first employ a GNN(A,X;θ) as the gradient estimator to
obtain the embeddings before feeding them into the encoder.
In particular, the gradient estimator is associated with the
same parameter as the graph encoder GNN(A,X;Θ), rather
than being updated through back-propagation (i.e., θ ← Θ).
Subsequently, we can calculate the estimated weights ŵ as:

û = GNN(A1,X1;θ), v̂ = GNN(A2,X2;θ), (12)
ŵ = Ω(û, v̂,A1,A2), (13)

where Ω(·) represents the functions of Eq. (7-11).

Gradient-guided Structure Learning. It is observed that
there are three weights, {ŵ(vk,+), ŵ(ui,−), ŵ(vi,−)},
which are deemed unsuitable for graph contrastive learning
due to the impact of message-passing. The absolute values
of these measurements indicate the intensity of the conflicts.
To mitigate such conflicts, one can rebuild the edge weight
based on the given values. Due to the correctness of GNN
and GCL, we aim to find a trade-off solution. On one hand,
it is necessary to attenuate all of their effects, resulting in a
reduction of the corresponding edge weight in ŵ. Moreover,
a higher value of ŵ indicates a greater likelihood of being
considered as neighbors by the encoder compared to nega-
tive samples. Therefore, we propose to utilize an increasing
function that has a range spanning from 0 to 1 as the function
for projecting edge weights.

A′
ij =

1

nij

∑ 1

1 + exp(− sg[w̃ij ])
, (14)

where Aij
′ represents the edge weight from node i to node

j, nij represents the total number of times the edge appears
in {ŵ(vk,+), ŵ(ui,−), ŵ(vi,−)}, and w̃ij is the normaliza-
tion of ŵij , which represents the term that contains eij in
the sum of ŵ. sg[·] means the stop-gradient operator as the
parameter is updated by copying the encoder. We discard the
edges with low weights by a ratio of the original edges (δ%
times the number of edges |E|).

Furthermore, to counteract that GGSL weakens the amount
of information during the message passing, we introduce the
higher-order neighbors to enhance the encoder. The k-th
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order structure can be formally defined as follows:

Â = A1 +A2 + · · ·+Ak. (15)

The higher-order structure is incorporated into the model,
thereby replacing the original graph structure. It is important
to note that, unlike other existing methods that also incorpo-
rate higher-order structure or multiple hops (Abu-El-Haija
et al. 2019; Klicpera, Bojchevski, and Günnemann 2019), the
input of the encoder in GGSL maintains a similar sparsity
to the original graph, which is controlled by a threshold pa-
rameter δ. The incorporation of the higher-order structure in
GGSL aims to enhance the acquisition of a more precise adja-
cency matrix by expanding the pool of potential neighboring
candidates. This aspect is particularly beneficial as the range
of negative samples in contrastive learning encompasses the
entire dataset.

4.2 Gradient-weighted InfoNCE
In addition to adapting GNN to GCL, it is necessary to appro-
priately adjust the penalty of negative samples based on the
characteristics of GNNs. This adjustment aims to reduce the
occurrence of false negative samples. Therefore, we propose
a gradient-weighted InfoNCE (GW-NCE) that incorporates
the gradient weight w as a guiding factor for re-weighting the
positive and negative samples within the original InfoNCE
loss function.

Gradient Selection. In contrast to GGSL, the gradients
are utilized in the computation of the loss function. We thus
propose a mechanism for selecting gradients in order to ob-
tain the variable w. The procedure for gradient estimation in
GGSL is similar, with the exception that the graph encoder
GNN(A,X;Θ) is employed as the representation learner to
obtain node embeddings u/v and w.

Gradient-weighted InfoNCE. As stated previously, the
conflict within the set {w(vk,+), w(ui,−), w(vi,−)} arises
from the approach used by the GNN. This also suggests the
potential for a negative sample to be incorrectly classified as
such (for instance, the likelihood of this occurring increases
with higher values of w). Thus, one can reduce the weight
of a negative sample with larger w. Furthermore, there are
two additional weights, denoted as {w(vk), w(vi)}, where
w(vk) = w(vk,−) + w(vk,+) and w(vi) = w(vi,−) +
w(vi,+). The two weights illustrate the comparative scale
of the conflict, which should correspond to the extent of the
loss’s impact. Specifically, we propose to use a decreasing
function to project w into a weight within InfoNCE:

αij =
1

nij

∑ 1

1 + exp(sg[ẇij ])
, (16)

where ẇij including the corresponding term in weights
{w(vk,+), w(ui,−), w(vi,−),−w(vk),−w(vi)}. Finally,
the GW-NCE is formed as follows:

Li=− log
f+
ii

αiif
+
ii +

∑
k ̸=i αikf

inter
ik +

∑
k ̸=i αikf

intra
ik

, (17)

where f+
ii = f(ui,vi), f inter

ik = f(ui,vk), and f intra
ik =

f(ui,uk). The detailed algorithm and complexity analysis of
ReGCL can be found in Appendix B.

5 Experiments
In this section, we verify the effectiveness of the proposed
ReGCL1 by comparing the SOTA methods in graph learning.

5.1 Experimental Settings
Datasets. We evaluate the proposed ReGCL on five node
classification datasets, including the citation networks, co-
purchase networks, and co-authorship networks. Cora and
Citeseer are citation networks that are widely used as node
classification benchmarks (Kipf and Welling 2017), Amazon
Photo is the Amazon co-purchase network (Shchur et al.
2018), and Coauthor CS includes the co-authorships of the
academic graph (Shchur et al. 2018).

Baselines. We compare ReGCL with representative graph
learning methods: (1) semi-supervised GNNs: GCN (Kipf
and Welling 2017) and GAT (Veličković et al. 2018), (2)
unsupervised graph representation learning: DeepWalk (Per-
ozzi, Al-Rfou, and Skiena 2014) and GAE (Kipf and Welling
2016), and (3) self-supervised graph contrastive learning:
DGI (Velickovic et al. 2019), GRACE (Zhu et al. 2020), MV-
GRL (Hassani and Khasahmadi 2020), BGRL (Thakoor et al.
2021), GCA (Zhu et al. 2021), CCA-SSG (Zhang et al. 2021),
GRADE (Wang et al. 2022).

Evaluation Protocol. We adhere to the commonly em-
ployed evaluation procedure (Velickovic et al. 2019; Zhang
et al. 2021). We initially train the model using all nodes with-
out labels and subsequently proceed to train an additional
classifier using the fixed node embeddings. For the baseline
results, we use the public-reported results if their experimen-
tal setting is the same as ours. Otherwise, we reproduce them
with the authors’ code. Please refer to Appendix C for more
details on the dataset split and hyperparameter settings.

5.2 Comparison with State-of-the-art Methods
We report the experimental results in Table 1. It is observed
that ReGCL demonstrates superior performance compared
to the state-of-the-art baselines, including both supervised
and unsupervised methods. Specifically, ReGCL achieves
an enhancement of 5.1% on average. Compared to GRACE,
which can be regarded as an ablation version of ReGCL,
the observed improvements amount to a 2.9% increase,
thereby indicating the efficacy of the proposed gradient-
guided structure learning (GGSL) and gradient-weighted In-
foNCE (GW-NCE). Furthermore, in comparison to more pow-
erful data/model augmentation (e.g., GRADE), our proposed
ReGCL demonstrates its efficacy. The results consistently
indicate that the implementation of well-designed conflict
mitigation mechanisms for the encoder leads to a higher level
of performance. This suggests that careful attention to such
mechanisms is crucial for achieving effective conflict mitiga-
tion. Compared to the baselines that employ alternative loss
functions instead of InfoNCE (e.g., CCA-SSG), our proposed
GW-InfoNCE demonstrates greater competitiveness. Please
consult the ablation study in the subsequent section for a
more comprehensive analysis.

1https://github.com/RingBDStack/ReGCL
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Methods Input Cora Citeseer Pubmed Photo CS
Supervised GCN (Kipf and Welling 2017) X,A,Y 82.5±0.4 71.2±0.3 79.2±0.3 92.4±0.2 93.0±0.3
Supervised GAT (Veličković et al. 2018) X,A,Y 83.0±0.7 72.5±0.7 79.0±0.3 92.6±0.4 92.3±0.2

Raw Features (Velickovic et al. 2019) X 47.9±0.4 49.3±0.2 69.1±0.3 78.5±0.0 90.4±0.0
DeepWalk (Perozzi, Al-Rfou, and Skiena 2014) A 70.7±0.6 51.4±0.5 74.3±0.9 89.4±0.1 84.6±0.2
GAE (Kipf and Welling 2016) X,A 71.5±0.4 65.8±0.4 72.1±0.5 91.6±0.1 90.0±0.7

DGI (Velickovic et al. 2019) X,A 82.3±0.6 71.8±0.7 76.8±0.6 91.6±0.2 92.2±0.6
GRACE (Zhu et al. 2020) X,A 81.9±0.4 71.2±0.5 80.6±0.4 92.2±0.2 92.9±0.0
MVGRL (Hassani and Khasahmadi 2020) X,A 83.5±0.4 73.3±0.5 80.1±0.7 91.7±0.1 92.1±0.1
BGRL (Thakoor et al. 2021) X,A 81.7±0.5 72.1±0.5 80.2±0.4 92.6±0.3 93.0±0.2
GCA (Zhu et al. 2021) X,A 83.4±0.3 72.3±0.1 80.2±0.4 92.5±0.2 93.1±0.0
CCA-SSG (Zhang et al. 2021) X,A 84.2±0.4 73.1±0.3 81.6±0.4 93.1±0.1 93.3±0.2
GRADE (Wang et al. 2022) X,A 83.3±0.5 68.2±0.6 81.5±0.5 92.6±0.3 93.2±0.3

ReGCL (Ours) X,A 84.8±0.1 74.3±0.3 83.9±0.3 92.6±0.3 93.7±0.3

Table 1: Test accuracy (%±standard deviation) of node classification task. (bold: best results, underlined: runner-ups.)

5.3 Ablation Study
To further investigate the effectiveness of each component of
the proposed ReGCL, we conduct the ablation study with the
following ReGCL variants:
1. ReGCL w/o GGSL: we discard the gradient-guided struc-

ture learning and directly input the graph G = {A,X}
into the augmentation and encoder to obtain the node
embeddings while preserving the GW-NCE.

2. ReGCL w/o GW-NCE: we replace the gradient-weighted
InfoNCE as a normal InfoNCE as Eq. (2). The GGSL is
still used before the augmentation.

3. ReGCL w/o Both: we ablate both the two main compo-
nents of ReGCL (i.e., GGSL and GW-NCE), which is the
same as the architecture of GRACE model.

4. ReGCL w/o Higher-Order: for a finer ablation, we per-
form the gradient-guided structure learning without any
higher-order structure enhancement (i.e., k = 1).

5. ReGCL w/o Re-wiring: to explore whether the validity
should be attributed to the learned edges or their weights,
we fix the edges as the original graphs.

The results are in Figure 4 with the following observations.

Effect of GGSL. After excluding the proposed gradient-
guided structure learning module (i.e., ReGCL w/o GGSL),
the performance experiences a decrease of up to 1.1%. The
observed decrease in performance demonstrates the impact
of GGSL which serves to alleviate the conflict in GNN for
graph contrastive learning. Furthermore, when comparing
the outcomes presented in Table 1 with those derived from
GRACE, it is evident that there is still an observed improve-
ment of 1.4% in the performance of ReGCL without the use
of GW-NCE. The only difference between this approach and
GRACE lies in the encoding (i.e., whether to utilize GGSL).
The observed effectiveness of the proposed gradient-guided
structure learning mechanism is noteworthy.

Effect of GW-NCE. It is evident that, in the absence of the
GW-NCE, there is a decrease in performance by up to 1.7%.

The results indicate that the proposed gradient-weighted
approach effectively mitigates the conflict within the orig-
inal InfoNCE loss function. Specifically, when compared
to the GRACE (ReGCL w/o Both), ReGCL still achieves
an 1.0% improvements when removing GGSL. The afore-
mentioned two models exhibit variation solely in the design
of the loss function, thereby demonstrating the superiority
of the proposed gradient-guided InfoNCE. Additionally, the
ReGCL w/o GGSL also outperforms CCA-SSG in the major-
ity of cases. Therefore, the implementation of a well-designed
objective aimed at alleviating conflicts can enhance the effec-
tiveness of contrastive learning on graphs.

In addition to conducting ablations on the main compo-
nents of ReGCL, we also explore the effectiveness within the
GGSL for a more comprehensive analysis.

Effect of Higher-Order Structure Learning. We further
assess the efficacy of higher-order structure enhancement by
maintaining the order at k = 1. ReGCL with higher-order
neighbors results in a 2.0% improvement compared to the
absence of higher-order neighbors. The aforementioned state-
ment illustrates that the higher-order structure enhancement
proves beneficial for GGSL by mitigating the impact of first-
order neighbors. Please refer to the subsequent section for
further elaboration. It has been observed that the removal of
higher-order structure learning in the Photo and CS datasets
leads to a significant decrease in effectiveness, even more so
than removing both components. This highlights the impor-
tance of higher-order structure learning.

Effect of CL-adapted matrix. The proposed GGSL algo-
rithm has the capability to simultaneously learn new edges
and re-weight edges. To determine the effectiveness of GGSL,
we keep the structure of the graphs constant and only learn
the edge weights (i.e., ReGCL w/o Re-wiring). The result
findings indicate that the learning of new edges contributes
to a 2.7% average improvement in GGSL. Similar to higher-
order structure learning, re-wiring plays a significant role in
both Photo and CS datasets.
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Figure 4: Ablation study of ReGCL.
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Figure 5: Sensitivity of the number of orders k.
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Figure 6: Sensitivity of the threshold δ.

5.4 Hyperparameter Sensitivity
In the ReGCL framework, two crucial hyperparameters: the
order of neighbors k which determines the extent of message-
passing, and the threshold δ decides the number of edges in
the learned structure. Thus, the effects of the two hyperpa-
rameters are shown in Figure 5-6.

Number of Orders k. From Figure 5, we find that appro-
priately increasing the order helps the performance of ReGCL
while the first-order and overly higher-order will damage the
effectiveness of the model. Specifically, an average 1.7% im-
provement is observed when increasing the value of k beyond
the first order. However, given a larger k, the accuracy of the
model declines which suggests that the number of orders
should not be too large due to the over-smoothing issue of
GNNs. Note that, in contrast to higher-order or multi-hop
models, the sparsity of the structure input into the encoder
after GGSL remains similar to that of the original graph. This
suggests that the effectiveness of GGSL can be attributed to
the learned new edges and their weights, which are based
on the higher-order neighbors, rather than an increase in the
number of edges. Therefore, it is crucial to select an optimal
higher-order number for the dataset.

Threshold δ. The parameter δ denotes the ratio between
the number of edges in the graph generated by GGSL and the
number of edges in the original graph. We vary the parameter
δ within the range of 0.5 to 1.5, representing a variation of
50% to 150% of the edges. We have made the following

observations based on the experimental results in Figure 6.
Firstly, a structure that includes a larger number of edges is
advantageous for GCL, which is beneficial for most datasets.
The observed phenomena indicate that the performance is
enhanced when there are more CL-adapted edges. Secondly,
excessively increasing the number of edges in GCL is not
beneficial, as it will lead to a higher frequency of conflicts.

6 Related Work
Inspired by the powerful self-supervised learning ability in
CV (Chen et al. 2020; Fang et al. 2023a,b) and NLP (Oord,
Li, and Vinyals 2018; Fang et al. 2022), there are multi-
ple studies on graph contrastive learning (GCL) (Wu et al.
2021b; Liu et al. 2022b; Ji et al. 2023b; Liang et al. 2023).
DGI (Velickovic et al. 2019) maximizes the mutual informa-
tion between local and global representations. MVGRL (Has-
sani and Khasahmadi 2020) uses graph diffusion as a means
to generate two distinct views of graphs utilized for con-
trastive learning. GRACE (Zhu et al. 2020) proposes the use
of the InfoNCE loss function (Oord, Li, and Vinyals 2018)
on graphs. Inspired by the aforementioned works, there ex-
ist several studies that center on node-level GCL, such as
BGRL (Thakoor et al. 2021), CCA-SSG (Zhang et al. 2021),
and GRADE (Wang et al. 2022). Different from the node-
level GCL, GraphCL (You et al. 2020) focuses on graph-level
tasks. The above GCL methods primarily use graph neural
networks (GNNs) (Kipf and Welling 2017; Veličković et al.
2018) as encoders. Recently, there has been an increase in
efforts to identify the underlying issues through augmenta-
tion mechanisms (Yu et al. 2022; Zhang et al. 2023), negative
sampling techniques (Xia et al. 2022). However, GCL still
faces the conflict issue proposed in this paper.

7 Conclusion
We present ReGCL, a graph contrastive learning framework
to mitigate the conflict issue between GNN and GCL. The-
oretically, an analysis is performed on gradients to identify
the specific locations and mechanisms of conflict occurrence.
Leveraging the theoretical findings, we design two gradient-
based strategies. Gradient-guided structure learning enables
the acquisition of a graph structure adapted to CL, thereby
mitigating conflicts within the GNN. Gradient-weighted In-
foNCE mitigates the occurrence of false negatives in the
context of GNN by integrating the coefficients derived from
the gradients. ReGCL achieves the SOTA results.
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