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Abstract

We study the fair division of indivisible items with subsidies
among n agents, where the absolute marginal valuation of
each item is at most one. Under monotone valuations (where
each item is a good), it is known that a maximum subsidy
of 2(n − 1) and a total subsidy of 2(n − 1)2 are sufficient
to guarantee the existence of an envy-freeable allocation. In
this paper, we improve upon these bounds, even in a wider
model. Namely, we show that, given an EF1 allocation, we
can compute in polynomial time an envy-free allocation with
a subsidy of at most n − 1 per agent and a total subsidy of
at most n(n − 1)/2. Moreover, we present further improved
bounds for monotone valuations.

Introduction
We consider the problem of fairly dividing items among
agents. The notion of fairness that has been extensively stud-
ied in the literature is envy-freeness (Foley 1967). It requires
that no agent wants to swap her bundle with another agent’s.
When the items to be allocated are divisible, the classical
result ensures the existence of an envy-free allocation (Var-
ian 1974). In contrast, when the items are indivisible, envy-
freeness is not a reasonable goal. For instance, consider n
agents with n ≥ 2 and a single item valued at 1 by each
agent. Allocating the only item to an agent results in envy
from the other agents, as they get nothing. Thus, envy-free
allocations may not exist when the items are indivisible.

One way to circumvent this issue is to relax the fair-
ness requirement. For example, envy-freeness up to one item
(EF1) requires that when agent i envies agent j, the envy can
be eliminated by either (i) removing one item from agent j’s
bundle, or (ii) removing one item from agent i’s bundle. It is
known that an EF1 allocation is guaranteed to exist if each
item is either a good or a chore for any agent, i.e., doubly
monotone valuations (Lipton et al. 2004; Bhaskar, Sricha-
ran, and Vaish 2021). Moreover, for general valuations, the
existence of an EF1 allocation is assured when there are only
2 agents (Bérczi et al. 2020).

Another way to circumvent this issue is monetary com-
pensation (subsidy). Since money is divisible, it can be a
powerful tool to achieve envy-freeness. However, since the
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subsidy payments must be provided by an external agent
(e.g., a government or a funding agency), it is desirable that
the total subsidy amount is bounded. Thus, in this paper, we
study the fair division of indivisible items with limited sub-
sidies.

Most of the existing works on the fair division of indi-
visible items with limited subsidies focus on some special
cases. For example, Maskin (1987) and Klijn (2000) con-
sider the case that the number of agents and the number of
items are equal and each agent can be allocated at most one
item. Halpern and Shah (2019) consider an extended model
where the number of agents and number of items may differ,
and each agent can be allocated more than one item, assum-
ing the valuation of each agent is binary additive. Babaioff,
Ezra, and Feige (2021) and Goko et al. (2022) consider the
case that the valuation of each agent is matroidal (which is
not necessarily additive). Barman et al. (2022) examine a
broader class of valuations in which the marginal valuation
of each item is binary. As far as the authors are aware, the
most general model considered so far is monotone valua-
tions (Brustle et al. 2020), where the marginal contribution
of each item is non-negative.

In this paper, we study the fair division of indivisible items
with limited subsidies when the valuations are not restricted
to be monotone. We assume that the valuations are normal-
ized so that the absolute marginal value of each item is at
most 1 (i.e., between −1 and 1).

For monotone valuations, which are special cases of our
model, Brustle et al. (2020) show that envy-free allocation
always exists with a subsidy of amount at most 2(n− 1) per
agent, and the total amount is 2(n− 1)2. However, the only
known lower bound on the total subsidy is n− 1 (which can
be obtained using the case with n agents and one item de-
scribed at the beginning of this section), it remains an open
question whether we can improve on the total subsidy bound
of 2(n− 1)2 for monotone valuations, as mentioned in a re-
cent survey paper (Liu et al. 2023, Open Question 9).

Our Results
In this paper, we present improved upper bounds for the
subsidies necessary to achieve envy-freeness. We demon-
strate that, given an EF1 allocation, an envy-free alloca-
tion with a subsidy can be constructed in polynomial time
where each agent receives a subsidy of at most n − 1 and
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n(n − 1)/2 in total (Theorem 1). To prove these improved
bounds, we reveal that the structure of the minimum subsidy
vectors satisfies: (i) the minimum subsidy vector remains
unchanged irrespective of the maximum weight matching
(Lemma 2), and (ii) how the subsidies alter when the weights
are changed (Lemma 4). When valuation functions are dou-
bly monotone or there are only two agents, such envy-free
allocations with limited subsidies can be computed in poly-
nomial time. Notably, this improves upon the necessary sub-
sidy amount for the existing case of monotone valuations,
as monotone valuations are also doubly monotone. Further-
more, when n = 2, our obtained bounds are best possible
since a subsidy of 1 is indispensable. We also show that from
an EFk allocation (i.e., pairwise envy can be eliminated by
removing at most k items), we can construct an envy-free
allocation with a subsidy of at most k(n − 1) per agent and
a total subsidy of k · n(n− 1)/2.

It is worth mentioning that our upper bounds of n − 1
per agent and n(n− 1)/2 in total cannot be improved when
considering an arbitrary EF1 allocation (Example 1). We
overcome this impossibility by making a slight modifica-
tion of the bundles. To be exact, for three or more agents
with monotone valuations, we improve the bounds further to
n− 1.5 per agent and (n2 − n− 1)/2 in total (Theorem 2).

Related Work
The concept of compensating an indivisible resource alloca-
tion with money has been prevalent in classical economics
literature (Alkan, Demange, and Gale 1991; Maskin 1987;
Klijn 2000; Moulin 2004; Sun and Yang 2003; Svensson
1983; Tadenuma and Thomson 1993). Much of the classi-
cal work has focused on the unit-demand case in which each
agent is allocated at most one good. Examples include the
famous rent-division problem of assigning rooms to several
housemates and dividing the rent among them (Su 1999). It
is known that, for a sufficient amount of subsidies, an envy-
free allocation exists (Maskin 1987) and can be computed in
polynomial time (Aragones 1995; Klijn 2000).

Most classical literature, however, has not considered a
situation in which the number of items to be allocated ex-
ceeds the number of agents, in contrast to the rich body of
recent literature on the multi-demand fair division problem.
Halpern and Shah (2019) recently extended the model to the
multi-demand setting wherein multiple items can be allo-
cated to one agent. Despite the existence of numerous related
papers, Halpern and Shah (2019) is the first work to study
the asymptotic bounds on the amount of subsidy required
to achieve envy-freeness. They showed that an allocation is
envy-freeable with a subsidy if and only if the agents cannot
increase the utilitarian social welfare by permuting bundles.
This characterization implies that an allocation that can be
made envy-free with a subsidy needs to satisfy some effi-
ciency condition; hence, an approximately fair allocation,
such as an EF1 allocation (Budish 2011), may not be an
envy-freeable allocation. It was conjectured in (Halpern and
Shah 2019) that, for additive valuations in which the value
of each item is at most 1, giving at most 1 to each agent is
sufficient to eliminate envies. Brustle et al. (2020) affirma-
tively settled this conjecture by designing an algorithm that

iteratively solves a maximum-matching instance.
Babaioff, Ezra, and Feige (2021) and Benabbou et al.

(2021) studied the fair allocation of indivisible items with
matroidal valuations. The prioritized egalitarian mechanism
proposed by Babaioff, Ezra, and Feige (2021) returns an al-
location that maximizes the Nash welfare and achieves envy-
freeness up to any good and utilitarian optimality. Goko et al.
(2022) developed a strategy-proof, polynomial-time imple-
mentable mechanism called subsidized egalitarian mecha-
nism, which requires a subsidy of the amount at most 1
per agent and n − 1 in total. Furthermore, Barman et al.
(2022) examined a more general model with dichotomous
marginals and obtained the same bounds. Recently, Wu,
Zhang, and Zhou (2023) examined the upper bound on the
total subsidy required to ensure proportionality.

Caragiannis and Ioannidis (2022) studied the computa-
tional complexity of approximating the minimum amount
of subsidies required to achieve envy-freeness. Aziz (2021)
considered another fairness requirement, the so-called equi-
tability, in conjunction with envy-freeness and characterized
an allocation that can be made both equitable and envy-free
with a subsidy. Narayan, Suzuki, and Vetta (2021) studied a
related but different setting with transfer payments; they an-
alyzed the impact of introducing some amount of transfers
on the Nash welfare and utilitarian welfare while achieving
envy-freeness.

Preliminaries
We model fair division with a subsidy as follows. For each
natural number k ∈ N, we denote [k] = {1, . . . , k}. Let
N = [n] be the set of n agents and let M = {e1, . . . , em}
be the set of m indivisible items. Each agent i has a valua-
tion function, denoted as vi : 2M → R, where R represents
the set of real numbers. We assume that the functions vi’s
are given as value oracles. In addition, we assume that the
maximum marginal contribution of each item is at most one,
i.e., |vi(X ∪ {e})− vi(X)| ≤ 1 for any i ∈ N , e ∈ M , and
X ⊆ M \ {e}.

We define an item e ∈ M as a good for agent i ∈ N if
vi(X∪{e}) ≥ vi(X) for every X ⊆ M \{e}. Additionally,
we define an item e ∈ M as a chore for agent i ∈ N if
vi(X ∪ {e}) ≤ vi(X) for every X ⊆ M \ {e}, with at
least one of these inequalities being strict. An instance is
said to be monotone if every e ∈ M is a good for any agent
i ∈ N . An instance is said to be doubly monotone if every
item e ∈ M is either a good or a chore for any agent i ∈ N .

An allocation is an ordered partition A = (A1, . . . , An)
of M , i.e.,

⋃
i∈N Ai = M and Ai ∩Aj = ∅ for any distinct

i, j ∈ N . In allocation A, each agent i receives the items
of bundle Ai. A subsidy is a non-negative real vector p =
(p1, . . . , pn) ∈ RN

+ , where pi is the amount of money given
to agent i ∈ N . In an allocation with a subsidy (A,p), the
utility of each agent i is vi(Ai) + pi. An allocation with a
subsidy (A,p) is envy-free if vi(Ai)+ pi ≥ vi(Aj)+ pj for
any pair of agents i, j ∈ N . Our goal is to find an envy-free
allocation with a subsidy (A,p) such that the total subsidy∑

i∈N pi (or maximum subsidy maxi∈N pi) is minimized.
An allocation A is called envy-free up to one item (EF1)

if, for all i, j ∈ [n], it holds that vi(Ai \ X) ≥ vi(Aj \
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X) for some X ⊆ Ai ∪ Aj with |X| ≤ 1. Similarly, an
allocation A is called envy-free up to k items (EFk) if, for
all i, j ∈ [n], it holds that vi(Ai \ X) ≥ vi(Aj \ X) for
some X ⊆ Ai ∪ Aj with |X| ≤ k. It is known that an EF1
allocation always exists and can be found in polynomial time
if the valuations are doubly monotone (Lipton et al. 2004;
Bhaskar, Sricharan, and Vaish 2021) or n = 2 (Bérczi et al.
2020).

Envy-free Structure of Subsidies
An allocation A is called envy-freeable if there exists a sub-
sidy vector p such that (A,p) is envy-free. We call such a
subsidy vector envy-eliminating. In this subsection, we de-
scribe the structure of envy-eliminating subsidies.

We fix an allocation A = (A1, . . . , An). Let w ∈ R[n]×[n]

be a weight matrix such that wi,j = vi(Aj) for each i, j ∈
[n]. For a permutation σ of [n], let Aσ = (Aσ(1), . . . , Aσ(n))
and let Pσ be the set of envy-eliminating subsidy vectors:

Pσ=
{
p ∈ Rn

+

∣∣wi,σ(i)+ pσ(i) ≥ wi,j+ pj (∀i, j ∈ [n])
}
.

We call a permutation σ maximum weight permutation for w
if it maximizes

∑n
i=1 wi,σ(i) among permutations. Halpern

and Shah (2019) proved that an allocation A is envy-
freeable if and only if

∑n
i=1 vi(Ai) ≥

∑n
i=1 vi(Aσ(i)) for

any permutation σ of [n]. From this result, the polyhedron
Pσ is non-empty if σ is a maximum weight permutation.
The polyhedron Pσ contains a unique minimal element (i.e.,
a vector p such that p ≤ p′ for any p′ ∈ Pσ) because it is
lower bounded by non-negativity and p,p′ ∈ Pσ implies
that (min{pi, p′i})i∈[n] is also in Pσ . The unique minimal
vector is called the minimum subsidy vector for w with re-
spect to σ. Note that, for p ∈ Pσ , the subsidy pi is associated
with the bundle Ai, not the agent i.

For the pair (w, σ) of a weight w and a permutation σ
of [n], we define the envy graph Gw,σ = (V,E; γ) as a
weighted directed complete graph in which each agent is a
vertex (i.e., V = [n]), and each edge (i, j) ∈ E (= {(i′, j′) |
i′, j′ ∈ [n], i′ ̸= j′}) has a weight γi,j = wi,σ(j) − wi,σ(i).
Note that γi,j represents the envy from i towards j in alloca-
tion Aσ . The minimum subsidy vector can be characterized
by using this envy graph.

Lemma 1 (Halpern and Shah (2019, Theorem 2)). For any
maximum weight permutation σ, the minimum subsidy pσ(i)
is the maximum length of any path in Gw,σ starting at i.

It should be noted that the envy graph Gw,σ does not
contain any positive-weight directed cycle if σ is a maxi-
mum weight permutation. Hence, we only need to consider
simple paths. Although there may exist several maximum
weight permutations, the following lemma states that the
corresponding minimum subsidy vectors are identical.

Lemma 2. Let σ and σ′ be maximum weight permutations
for w. Also, let p and p′ be the minimum subsidy vectors for
w with respect to σ and σ′, respectively. Then, p = p′.

Proof. It is sufficient to prove that p ∈ Pσ′
and p′ ∈ Pσ .

In addition, by symmetry, it is sufficient to show only the
former.

Define a vector q ∈ Rn as qi = wi,σ(i)+pσ(i) for each i ∈
[n] and a weight w′ ∈ R[n]×[n] as w′

i,j = wi,j + pj − qi for
each i, j ∈ [n]. By definition of p, we have w′

i,j = (wi,j +
pj) − (wi,σ(i) + pσ(i)) ≤ 0 (∀i, j ∈ [n]) and w′

i,σ(i) =

0 (∀i ∈ [n]).
For any permutation π of [n], the difference between the

total weights of w and w′ is∑
i∈[n]

wi,π(i) −
∑
i∈[n]

w′
i,π(i) =

∑
i∈[n]

pi −
∑
i∈[n]

qi,

which is a constant independent of π. Thus, σ and σ′ are
maximum weight permutations for w′, and hence the total
weight of σ′ for w′ is

∑
i∈[n] w

′
i,σ′(i) =

∑
i∈[n] w

′
i,σ(i) = 0.

As w′ is nonpositive, it holds that w′
i,σ′(i) = 0 for every

i ∈ [n]. Thus, for any i, j ∈ [n], we have

wi,σ′(i) + pσ′(i) = w′
i,σ′(i) + qi = qi

≥ w′
i,j + qi = wi,j + pj ,

where the inequality holds by w′
i,j ≤ 0. Hence, p must be in

Pσ′
.

From this lemma, the minimum subsidy vector is de-
termined for an allocation without specifying a maximum
weight permutation.

It should be noted that the subsidy vector p and the vector
q ∈ Rn defined in the proof of Lemma 2 can be viewed as
dual variables of an assignment problem. Here, the primal of
the assignment problem is

max
∑n

i=1

∑n
j=1 wi,jxi,j

s.t.
∑n

j=1 xi,j = 1 (∀i ∈ [n]),∑n
i=1 xi,j ≥ 1 (∀j ∈ [n]),

xi,j ≥ 0 (∀i, j ∈ [n]),

and its dual is

min
∑n

i=1 qi −
∑n

j=1 pj
s.t. wi,j + pj − qi ≤ 0 (∀i, j ∈ [n]),

pj ≥ 0 (∀j ∈ [n]).

By the complementary slackness, we have xi,j(qi − wi,j −
pj) = 0 (∀i, j ∈ [n]) if x and (p, q) are optimal solutions.

The maximum weight permutation can be computed in
polynomial time via a maximum-weight bipartite perfect
matching algorithm. The minimum subsidy vector for w can
be computed in polynomial time by a shortest path algorithm
(e.g., the Floyd–Warshall algorithm).

Bounding Subsidy for EF1 Allocations
In this section, we prove the following key lemma.

Lemma 3. Let w ∈ R[n]×[n] be a weight matrix. We
denote the sequence of numbers in descending order of
(maxj∈[n](wi,j − wi,i))i∈[n] as (β1, . . . , βn), i.e., β1 ≥
β2 ≥ · · · ≥ βn. Let p∗ be the minimum subsidy vector for
w. Then, the rth largest value among p∗1, . . . , p

∗
n is at most∑n−r

ℓ=1 βℓ for r = 1, 2, . . . , n.
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We remark that the identical permutation id may not be a
maximum weight permutation. Thus, this lemma cannot be
directly derived from Lemma 1 because Gw,id can contain a
positive directed cycle that results in an infinitely long path.

For an EF1 allocation A = (A1, . . . , An), if we set the
weight matrix as w = (vi(Aj))i,j∈[n], then the numbers
βi (i ∈ [n]) in Lemma 3 are nonnegative and at most 1
because vi(Ai) ≥ vi(Aj)− 1 for all i, j ∈ [n]. Thus, the rth
largest value in the minimum subsidy vector is at most n−r.
Recall that an EF1 allocation A can be found in polynomial
time if the valuations are doubly monotone (Bhaskar, Sricha-
ran, and Vaish 2021) or n = 2 (Bérczi et al. 2020). Addition-
ally, a maximum weight permutation σ and the minimum
subsidy vector can be computed in polynomial time. Thus,
from Lemma 3, we can obtain the following theorem.
Theorem 1. If the valuations are doubly monotone or n =
2, there exists an envy-free allocation with a subsidy (A,p)
such that maxni=1 pi ≤ n−1 and

∑n
i=1 pi ≤

∑n
ℓ=1(n−ℓ) =

n(n − 1)/2. Moreover, such an envy-free allocation with a
subsidy can be computed in polynomial time.

Lemma 3 also implies that, even when the valuations are
general and we only have an EFk allocation, we can still
derive an envy-free allocation with a subsidy of at most
k(n− 1) per agent and k · n(n− 1)/2 in total.

We first observe that the bound of Theorem 1 cannot be
improved even if the valuations are monotone and additive
as long as an arbitrary EF1 allocation is considered.
Example 1. Consider an instance with M = {ei,j | i ∈
[n], j ∈ [n+ 1]}. The valuation of agent i ∈ [n] for an item
ei′,j (i

′ ∈ [n], j ∈ [n+ 1]) is

vi({ei′,j}) =


n/(n+ 1) if i′ = i,

1 if i′ = i− 1,

0 otherwise.

Let Ai = {ei,1, . . . , ei,n+1} for each i ∈ [n]. Then, A =
(A1, . . . , An) is an envy-freeable EF1 allocation. Indeed,
the weight matrix w = (vi(Aj))i,j∈[n] is


A1 A2 An−1 An

1 n
2 n+1 n

n+1

n−1 n
n n+1 n

.

It is not difficult to see that the identity permutation id is a
maximum weight one, and a path that visits n, n−1, . . . , 2, 1
in this order is the longest one in Gw,id. Thus, the mini-
mum subsidy vector for A is p = (0, 1, . . . , n − 1). Hence,
maxi∈[n] pi = n− 1 and

∑
i∈[n] pi = n(n− 1)/2 hold.

In what follows, we will prove Lemma 3. Let A =
(A1, . . . , An) be an allocation and let p∗ be the minimum
subsidy vector for the weight matrix w = (vi(Aj))i,j∈[n].
Let σ∗ be a maximum weight permutation for w. Note that
the envy graph Gw,σ∗

may have an edge with a large weight.
Thus, the proof is not straightforward in such a case.

To prove the theorem, we use the following notations. For
each i ∈ [n], we denote qi = maxj∈[n](vi(Aj) + p∗j ), i.e.,

the maximum valuation for agent i over bundles including
subsidies, and ri = −(vi(Ai) + p∗i − qi), i.e., the maximum
envy for agent i. Also, let us define

ŵi,j =

{
vi(Ai) + ri if i = j,

vi(Aj) if i ̸= j
(1)

for each i, j ∈ [n]. Note that ri ≥ 0 and ŵi,j ≥ wi,j for any
i, j ∈ [n]. We write p̂ for the minimum subsidy vector for
ŵ. We demonstrate that p̂ = p∗ holds.
Lemma 4. The identity permutation is a maximum weight
permutation for ŵ. Moreover, the minimum subsidy vectors
p∗ and p̂ are the same.

Proof. Since (Aσ∗
,p∗) is envy-free by Lemma 2, we have

qi = maxj∈[n](vi(Aj) + p∗j ) = vi(Aσ∗(i)) + p∗σ∗(i). Thus,

wi,j + p∗j − qi = vi(Aj) + p∗j − qi ≤ 0 (2)

for all i, j ∈ [n], and
wi,σ∗(i) + p∗σ∗(i) − qi = vi(Aσ∗(i)) + p∗σ∗(i) − qi = 0 (3)

for all i ∈ [n]. By the definition of ŵ, we have
ŵi,j + p∗j − qi = wi,j + p∗j − qi ≤ 0 (4)

for all i, j ∈ [n] with i ̸= j and
ŵi,i + p∗i − qi = wi,i + p∗i − qi + ri = 0, (5)

for all i ∈ [n], where the inequality holds by (2). In addition,
for any i ∈ [n] with i ̸= σ∗(i), we have

ŵi,σ∗(i) + p∗σ∗(i) − qi = wi,σ∗(i) + p∗σ∗(i) − qi = 0 (6)

by (3). Thus, for each i ∈ [n], we obtain
ŵi,σ∗(i) = qi − p∗σ∗(i) = wi,σ∗(i) (7)

since the first equality holds by (5) and (6) and the second
equality holds by (3).

By (4) and (5), the total weight
∑n

i=1 ŵi,σ(i) is at most∑
i∈[n] qi −

∑
j∈[n] p

∗
j for any permutation σ. Thus, σ∗ and

the identical permutation id are maximum weight permu-
tations for ŵ since the total weight of σ∗ and id for ŵ are∑

i∈[n] qi −
∑

j∈[n] p
∗
i by (5) and (6). Moreover, p∗ is an

envy-eliminating subsidy for ŵ (with respect to σ∗) since
ŵi,σ∗(i) + p∗σ∗(i) = qi ≥ ŵi,j + p∗j for any i, j ∈ [n] by (4),
(5), and (6).

As p∗ is an envy-eliminating subsidy for ŵ, we have p̂ ≤
p∗. To prove that p̂ = p∗, what is left is to show that p̂ is an
envy-eliminating subsidy vector for w.

Define q̂i = maxj∈[n](ŵi,j + p̂j) for each i ∈ [n]. Since
p̂ is the minimum subsidy vector for ŵ with respect to σ∗ by
Lemma 2, we have

ŵi,σ∗(i) + p̂σ∗(i) − q̂i = 0 (∀i ∈ [n]). (8)

Thus, for each i ∈ [n], we have
wi,σ∗(i) + p̂σ∗(i) = ŵi,σ∗(i) + p̂σ∗(i) = q̂i

= max
j∈[n]

(ŵi,j + p̂j) ≥ max
j∈[n]

(wi,j + p̂j),

where the first equality holds by (7), the second equality
holds by (8), and the last inequality holds by ŵi,j ≥ wi,j

for any i, j ∈ [n]. Therefore, p̂ is an envy-eliminating sub-
sidy vector for w, which completes the proof.
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By definition, the weight of each edge in Gŵ,id is at most
that of the corresponding edge in Gw,id because

ŵi,j − ŵi,i = wi,j − (wi,i + ri) ≤ wi,j − wi,i

for any i, j ∈ [n] with i ̸= j. By combining Lemma 4 with
Lemma 1, we prove Lemma 3.

Proof of Lemma 3. Recall that p̂ = p∗ and id is a maxi-
mum weight permutation by Lemma 4. For each i ∈ [n],
let Pi ⊆ E be a longest path in Gŵ,id starting from i. By
Lemma 1, p̂i (= p∗i ) is the length of Pi in Gŵ,id. Note that
Pi is a simple path. As the weight of each edge in Gŵ,id is
at most that of the corresponding edge in Gw,id, we have

p∗i =
∑

(s,t)∈Pi
(ŵs,t − ŵs,s)

≤
∑

(s,t)∈Pi
(ws,t − ws,s) ≤

∑|Pi|
ℓ=1 βℓ

(9)

for each i ∈ [n].
What is left is to provide upper bounds of the numbers of

edges in the longest paths P1, . . . , Pn. Let S =
⋃

i∈[n] Pi.
Without loss of generality, we may assume that, if two paths
Pi and Pj share a common vertex, all of the edges that fol-
low the vertex in these two paths are identical. Then, S is
a directed forest and |S| ≤ n − 1. We relabel the ver-
tices as |P1| ≥ |P2| ≥ · · · ≥ |Pn|. Then, |P1| ≤ n − 1
since P1 ⊆ S and |S| ≤ n − 1. As P1 is longest among
P1, . . . , Pn, every path in P2, . . . , Pn does not use vertex 1.
Indeed, if Pi (i > 1) passes vertex 1, then by the assump-
tion, we have |Pi| > |P1|. Hence,

⋃n
i=2 Pi forms a directed

forest that does not contain vertex 1, and |P2| ≤ n−2. By re-
peatedly applying the same argument, we have |Pi| ≤ n− i
for i = 1, 2, . . . , n.

Therefore, for r = 1, 2, . . . , n, the rth largest value in p∗

is at most
∑|Pr|

ℓ=1 βℓ ≤
∑n−r

ℓ=1 βℓ by (9).

Improved Bounds for Monotone Valuations
In this section, we provide an improved upper bound of sub-
sidy when the valuations are monotone. As observed in Ex-
ample 1, a maximum subsidy of n − 1 is required to guar-
antee envy-freeness for an EF1 allocation. We demonstrate
that the upper bound can be improved by slightly modifying
a given EF1 allocation. Formally, we present the following
theorem.

Theorem 2. If n ≥ 3 and the valuations are monotone,
there exists an envy-free allocation with a subsidy (A,p)
such that maxi∈[n] pi ≤ n−1.5 and

∑
i∈[n] pi ≤ (n2−n−

1)/2. Moreover, such an envy-free allocation with a subsidy
can be computed in polynomial time.

Note that if n = 2, Theorem 1 implies that there exists
an envy-free allocation with a subsidy where only one agent
receives a subsidy of at most 1. This bound cannot be im-
proved even when there is one item with a value of 1 for
each agent.

In what follows, we assume that n ≥ 3. We describe
that we can obtain in polynomial time an EF1 allocation A
satisfying

∑
i∈[n] vi(Ai) ≥

∑
i∈[n] vi(Aσ(i)) for any per-

mutation σ such that Aσ is EF1. We first compute an EF1

allocation X in polynomial time using the envy-cycles al-
gorithm (Lipton et al. 2004). Next, we modify X as fol-
lows. Construct a bipartite graph ([n], [n];E) where an edge
(i, j) ∈ E exists if and only if the EF1 criterion still holds
for agent i when we swap bundles of agents i and j, i.e.,
vi(Xj) ≥ minY⊆Xk: |Y |≤1 vi(Xk \ Y ) for all k ∈ [n]. We
assign the weight of an edge (i, j) ∈ E as vi(Xj). Then we
find the maximum weight perfect matching on the bipartite
graph. By permutating bundles according to the matching,
we can obtain the desired allocation A.

Define w = (vi(Aj))i,j∈[n]. Let p∗ be the minimum sub-
sidy vector for w. In addition, let qi = maxj(vi(Aj) + p∗j )
and ri = −(vi(Ai) + p∗i − qi) for each i ∈ [n]. Let ŵ be the
weights defined as (1).

A main task in the proof of Theorem 2 is to show
that there exists an allocation with a subsidy (A′′,p′′)
such that maxi∈[n] p

′′
i ≤ n − 1.5 by modifying (A,p∗).

We assume that maxi∈[n] p
∗
i > n − 1.5 since otherwise

(i.e., maxi∈[n] p
∗
i ≤ n − 1.5) we have

∑
i∈[n] p

∗
i ≤∑n−1

k=1 min{k, n − 1.5} = (n2 − n − 1)/2 by Lemma 3.
Here, βi ≤ 1 (∀i ∈ [n]) in the lemma since A is EF1.
By Lemma 4, p∗ is the minimum subsidy vector for ŵ,
and id is a maximum weight permutation for ŵ. Since
ri ≥ 0 (∀i ∈ [n]), the weight of edge (i, j) in Gŵ,id is

ŵi,j − ŵi,i = vi(Aj)− (vi(Ai) + ri)

≤ vi(Aj)− vi(Ai) ≤ 1. (10)

By Lemma 1, the length of a longest path in Gŵ,id is
maxi∈[n] p

∗
i (> n − 1.5). As each edge weight is at most

1 by (10), the longest path must contain all the vertices and
n − 1 positive weight edges. Without loss of generality, as-
sume that (n, n−1, . . . , 1) is the longest path (see Figure 1).

Let si = 1 + ri + vi(Ai)− vi(Ai−1) for i = 2, 3, . . . , n.
Note that 1− si is the positive weight of (i, i− 1), and

0 ≤ ri ≤ si ≤ 1. (11)

For each i ∈ [n], the path (i, i− 1, . . . , 1) must be a longest
path starting at i in Gŵ,id. This is because, if there was a
longer path starting at i, we could replace the subpath of
the longest path (n, n − 1, . . . , 1) starting from i with this
longer path, thereby creating a longer path, contradicting the
assumption that (n, n−1, . . . , 1) is a longest path. Thus, for
each i ∈ [n], it holds that p∗i =

∑i
j=2(1 − sj). In addi-

tion, since (n, n − 1, . . . , 1) is a longest path, maxi∈[n] p
∗
i

is achieved by i = n. Then since
∑n

i=2(1 − si) =
maxi∈[n] p

∗
i > n− 1.5, we have

0 ≤
∑n

i=2 ri ≤
∑n

i=2 si < 0.5. (12)

Next, we observe that the weight of each edge, from a
vertex with a lower index to a higher index, is small. This
observation will be used to evaluate modified allocations.
Lemma 5. For i, j ∈ [n] with i < j, it holds that

vi(Aj)− vi(Ai)− ri ≤ −
∑j

k=i+1(1− sk).

Proof. As the identity permutation is a maximum weight
permutation for ŵ by Lemma 4, envy graph Gŵ,id contains
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123ijn−2n−1n
1− s21− s31− sn−11− sn

≤ −
∑j

k=i+1(1− sk)

≤ 1

Figure 1: The envy graph Gŵ,id

no positive-weight directed cycle. Hence, for i, j ∈ [n] with
i < j, we have

(ŵi,j − ŵi,i) +
∑j

k=i+1(ŵk,k−1 − ŵk,k) ≤ 0.

Since ŵk,k−1− ŵk,k = 1−sk, we obtain vi(Aj)−vi(Ai)−
ri = ŵi,j − ŵi,i ≤ −

∑j
k=i+1(1− sk).

For i = 1, we can also obtain the following bound.

Lemma 6. For every j ∈ {2, 3, . . . , n}, we have

v1(Aj) ≤ max{v1(A1)− (1− s2), min
e∈A1

v1(A1 \ {e})}.

Proof. Let j∗ ∈ argmaxj∈{2,3,...,n} v1(Aj) and A(j∗) =

(Aj∗ , A1, A2, . . . , Aj∗−1, Aj∗+1, . . . , An). It is sufficient to
prove that v1(Aj∗) ≤ v1(A1)− (1− s2) under the assump-
tion that v1(Aj∗) > mine∈A1 v1(A1 \ {e}).

In the allocation A(j∗), each agent j ∈ {2, 3, . . . , n} does
not get worse than A because 1− sj ≥ 0, and thus the EF1
criterion is still satisfied for agent j. By the choice of j∗, we
have v1(Aj∗) ≥ v1(Aj) for all j ∈ {2, 3, . . . , n}. Hence, the
allocation A(j∗) is EF1 if v1(Aj∗) > mine∈A1

v1(A1\{e}).
By the definition of A and the fact that A(j) is an EF1 al-

location, we have
∑

j∈[n] vj(Aj) ≥
∑

j∈[n] vj(A
(j∗)
j ). This

implies that

v1(A1)− v1(Aj∗) ≥
∑j∗

j=2(vj(Aj−1)− vj(Aj))

=
∑j∗

j=2(1− sj + rj) ≥ 1− s2,

by (12). Consequently, we obtain that v1(Aj) ≤ v1(Aj∗) ≤
v1(A1)− (1− s2) for every j ∈ {2, 3, . . . , n}.

As A is an EF1 allocation and 1 − s2 > 0, we choose
e∗ ∈ A1 such that v2(A2) ≥ v2(A1 \ {e∗}). Define

A′ = (A1 \ {e∗}, A2, A3, . . . , An−1, An ∪ {e∗})

and let w′ be the weights such that w′
i,j = vi(A

′
j) (i, j ∈

[n]). We demonstrate that the minimum subsidy vector p′

for w′ satisfies the conditions that maxi∈[n] p
′
i ≤ n− 1.5.

Before we proceed to the proof, we observe the effect of
this modification to the minimum subsidy vector for the in-
stance in Example 1.

Example 2. Consider the instance observed in Example 1.
Then, A in the example is an EF1 allocation such that∑

i∈[n] vi(Ai) = n2 ≥
∑

i∈[n] vi(Aσ(i)) for any per-
mutation σ. Let e∗ = e1,1 and consider A′ = (A1 \

{e∗}, A2, A3, . . . , An−1, An ∪ {e∗}). Then the valuations
for the bundles are

(vi(A
′
j))i,j∈[n] =


A′

1 A′
2 A′

n−1 A′
n

1
n2

n+1
n

n+1
2 n n

n+1

n−1 n
n n+1 n


and the minimum subsidy vector for this allocation is

(0, 0, 1, . . . , n− 2).

Let us now proceed with the proof. To provide upper
bounds with Lemma 3, we analyze the structure of Gw′,id.
Lemma 7. For each i, j ∈ [n], the weight of edge (i, j) in
Gw′,id is

w′
i,j − w′

i,i = vi(A
′
j)− vi(A

′
i)

≤


max{0.5, v1(A′

n)− v1(A
′
1)} if i = 1,

0.5 if i = 2,

1 if i ≥ 3.

Proof. Let i, j ∈ [n]. If i = j, the claim clearly holds as
w′

i,j − w′
i,i = 0. Hence, we assume that i ̸= j.

Case 1. i = 1. If 2 ≤ j < n, we have

w′
i,j − w′

i,i = v1(Aj)− v1(A
′
1)

≤ max

{
v1(A1)− (1− s2),

mine∈A1 v1(A1 \ {e})

}
− v1(A1 \ {e∗})

≤ max{s2, 0} = s2 < 0.5

by Lemma 6 and (12). If j = n, we have w′
i,j − w′

i,i =
v1(A

′
n)− v1(A

′
1).

Case 2. i = 2. If j = 1, we have w′
i,j − w′

i,i = v2(A1 \
{e∗}) − v2(A2) ≤ 0 by the choice of e∗. If 2 < j < n, we
have

w′
i,j − w′

i,i = v2(Aj)− v2(A2) ≤ −
j∑

k=3

(1− sk) + r2

≤ −(1− s3) + s2 = −1 + s3 + s2 ≤ 0

by Lemma 5, (11) and (12). If j = n, we have

w′
i,j − w′

i,i = v2(A
′
n)− v2(A2) ≤ v2(An)− v2(A2) + 1

≤ −
n∑

k=3

(1− sk) + 1 + r2 ≤ s2 + s3 < 0.5.
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by Lemma 5, (12), and n ≥ 3.

Case 3. i ≥ 3. If j < n, we have w′
i,j − w′

i,i = vi(A
′
j) −

vi(A
′
i) ≤ vi(Aj) − vi(Ai) ≤ 1 by A′

i ⊇ Ai, A′
j = Aj ,

and (10). If j = n (and hence i ̸= n), we have

w′
i,j − w′

i,i = vi(A
′
n)− vi(Ai) ≤ vi(An)− vi(Ai) + 1

≤ −
∑n

k=i+1(1− sk) + 1 + ri

≤ −(1− sn) + 1 + si = si + sn < 0.5.

by Lemma 5 and (12).

Lemma 7 implies that each edge has a small weight except
(1, n). When the weight of (1, n) is large, we show that

A′′ = (A′
n, A

′
1, A

′
2, . . . , A

′
n−1)

induces small edge weights. Let w′′ be the weights such that
w′′

i,j = vi(A
′′
j ) (i, j ∈ [n]). Note that the minimum subsidy

vector for w′′ is p′′ = (p′n, p
′
1, p

′
2, . . . , p

′
n−1).

Lemma 8. For each i, j ∈ [n], the weight of edge (i, j) in
Gw′′,id is

w′′
i,j − w′′

i,i = vi(A
′′
j )− vi(A

′′
i )

≤


0.5 + max{0, v1(A′

1)− v1(A
′
n)} if i = 1,

s2 + s3 if i = 2,

si if i ≥ 3.

Proof. Let i, j ∈ [n]. The proof is clear when i = j, and
thus we assume that i ̸= j.

Case 1. i = 1. If j = 2, we have

w′′
i,j − w′′

i,i = v1(A
′
1)− v1(A

′
n).

If j > 2, we have

w′′
i,j − w′′

i,i ≤ v1(Aj−1)− v1(A
′
n)

≤ max

{
v1(A1)− (1− s2),

mine∈A1
v1(A1 \ {e})

}
− v1(A

′
n)

≤ max{v1(A′
1) + s2, v1(A

′
1)} − v1(A

′
n)

≤ 0.5 + v1(A
′
1)− v1(A

′
n)

by Lemma 6 and (12).

Case 2. i = 2. In this case, since r2 ≥ 0, we have

w′′
i,i = v2(A

′′
2) = v2(A

′
1) ≥ v2(A1)− 1 ≥ v2(A2)− s2.

If j = 1, since A′′
1 = A′

n = An ∪ {e∗}, we have

w′′
i,j − w′′

i,i ≤ v2(A
′′
1)− v2(A2) + s2

≤ 1 + v2(An)− v2(A2) + s2

≤ −
∑n

k=3(1− sk) + 1 + s2 (∵ Lemma 5)
≤ −(1− s3) + 1 + s2 = s2 + s3.

If j ≥ 3, we have

w′′
i,j − w′′

i,i ≤ v2(A
′
j−1)− v2(A2) + s2

= v2(Aj−1)− v2(A2) + s2

≤ −
∑j−1

k=3(1− sk) + s2 ≤ s2.

Case 3. i ≥ 3. Recall that w′′
i,i = vi(A

′′
i ) = vi(Ai−1) =

vi(Ai) + (1− si).
If j = 1, we have
w′′

i,j − w′′
i,i = vi(An ∪ {e∗})− vi(Ai)− (1− si)

≤ 1 + vi(An)− vi(Ai)− (1− si)

≤ −
∑n

k=i+1(1− sk) + ri + si

≤ −1 + sn + 2si ≤ 0,

where the second inequality holds by Lemma 5 and the last
inequality holds by (12). If j ≥ 2, we have
w′′

i,j − w′′
i,i = vi(A

′′
j )− vi(A

′′
i ) = vi(A

′
j−1)− vi(A

′
i−1)

≤ vi(Aj−1)− vi(Ai−1)

= vi(Aj−1)− vi(Ai)− (1− si)

≤ 1− (1− si) = si,

where the last inequality holds by (10).

Now, we are ready to prove Theorem 2.

Proof of Theorem 2. In what follows, suppose that n ≥ 3.
If maxi∈[n] p

∗
i ≤ n − 1.5, the total subsidy

∑
i∈[n] p

∗
i is at

most
∑n−1

k=1 min{k, n−1.5} = (n2−n−1)/2 by Lemma 3.
Therefore, we assume that maxi∈[n] p

∗
i > n− 1.5. We show

that in this case, p′ and p′′ defined before are desired ones.
For p′, by Lemmas 3 and 7, we have
max
i∈[n]

p′i ≤ n− 2 + max{0.5, v1(A′
n)− v1(A

′
1)}

≤ (n− 1.5) + max{0, v1(A′
n)− v1(A

′
1)}. (13)

and∑
i∈[n]

p′i ≤
n−2∑
i=1

(n− i)·1 + 1·max{0.5, v1(A′
n)− v1(A

′
1)}

≤ n2−n−1
2 +max{0, v1(A′

n)− v1(A
′
1)}. (14)

For p′′, by Lemmas 3 and 8, it holds that

max
i∈[n]

p′′i ≤ s3 +

n∑
i=2

si + 0.5 + max{0, v1(A′
1)− v1(A

′
n)}

≤ 1.5 + max{0, v1(A′
1)− v1(A

′
n)}

≤ (n− 1.5) + max{0, v1(A′
1)− v1(A

′
n)}. (15)

and∑
i∈[n]

p′′i ≤
n−2∑
i=1

(n− i)· 12 + 1
2 +max{0, v1(A′

n)− v1(A
′
1)}

≤ n2−n−1
2 +max{0, v1(A′

1)− v1(A
′
n)}. (16)

Thus, if v1(A′
n) ≤ v1(A

′
1), then p′ satisfies the require-

ments of this theorem, i.e., maxi∈[n] p
′
i ≤ n − 1.5 by (13)

and
∑

i∈[n] p
′
i ≤ (n2 − n − 1)/2 by (14); otherwise, p′′

satisfies the requirements by (15) and (16). However, recall
that A′′ and p′′ are rearrangements of A′ and p′, respec-
tively. Thus, both p′ and p′′ satisfy the requirements. Hence,
(Â, p̂) = ((A′

τ∗(1), . . . , A
′
τ∗(n)), (p

′
τ∗(1), . . . , p

′
τ∗(n))) is a

desired envy-free allocation with a subsidy, where τ∗ is a
maximum weight permutation for w′. In addition, (Â, p̂)
can be computed in polynomial time via computing τ∗.
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