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Imagine for a moment that you are part of a small lead-
ership team for the Research division of a global, quar-
ter-billion-plus employee company, whose existence 

depends critically on research to invent and innovate the 
future of science and technology. Suppose the business of 
that company is to create the computer software and hard-
ware on which industries — from healthcare, to supply 
chain, to transportation, to financial services, to local, state, 
and national governments — depend, and in turn, their 
customers, businesses, and families depend. Now, imagine 

 The factors that define and influ-
ence the success of industry–academic 
research in artificial intelligence have 
evolved significantly in the last decade. 
In this article, we consider what suc-
cess means from both sides of a collab-
oration and offer our perspectives on 
how to approach the opportunities and 
challenges that come with achieving 
success. These perspectives are grounded 
on the recent and significant invest-
ments that have been made between 
IBM and several higher education in-
stitutions around the world, including 
IBM’s Artificial Intelligence Horizons 
Network, the Massachusetts Institute 
of Technology–IBM Watson Artificial 
Intelligence Lab, and the Massachu-
setts Institute of Technology Quest for 
Intelligence.
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a technology anticipated to change, disrupt, reim-
agine, or at least touch every aspect of how all of 
those businesses are conducted. That technology is 
artificial intelligence (AI). Analysts forecast it will 
generate an additional $3.5 to 5.8 trillion in value 
annually across these industries (Chui et al. 2018)  
and a staggering 37 percent compound annual growth 
rate in market size for the foreseeable future.1 The 
race for talent, breakthroughs, and market share is 
on, and the stakes are high.

The pressures facing academe from this most re-
cent AI renaissance are no less stark than those facing 
industry. According to the National Science Founda-
tion (2018), the share of new US computer science 
PhD graduates taking industry jobs has risen from 38 
percent to 57 percent over the last decade.2 Many top 
research institutions are also raising concerns over 
industry luring experienced AI researchers from aca-
deme (Loizos 2016; Kahn 2018; Metz 2018). In 2015, 
Uber hired 40 researchers and technical engineers 
from Carnegie Mellon University’s robotics labora-
tory to staff a self-driving car operation in Pittsburgh. 
In 2018, Facebook hired five top university profes-
sors from Carnegie Mellon University, University of 
Washington, University of Oxford, and the Univer-
sity of California, Berkeley, to set up or strengthen of-
fices in Pittsburgh, London, Seattle, and Menlo Park. 
This is at a time when student demand for machine 
learning courses is seeing unprecedented highs. At 
the Massachusetts Institute of Technology (MIT), 700 
students signed up for the Fall 2017 course 6.036, 
Introduction to Machine Learning (Kirsner 2017). 
Stanford University reported over a thousand enroll-
ees for a similar course.

The AI resurgence in both academe and industry is 
also evidenced in conference submission and attend-
ance statistics. As shown in figure 1, Neural Infor-
mation Processing Systems (NeurIPS, formerly NIPS) 
conference attendance has dramatically increased in 
recent years. In 2017, NeurIPS registration sold out 
within 2 weeks, and in 2018, in under 12 minutes. 
NeurIPS also illustrates the exploding diversity of AI 
subtopics and the intensity of academic and corpo-
rate participation. In 2017,3 there were: 156 subtopics, 
$1.76 million in corporate sponsorships, and three of 
the top 12 paper-producing institutions were corpo-
rate (Google, Microsoft, IBM). Overall, academic in-
stitutions still topped the NeurIPS paper leaderboard, 
with the top three being Carnegie Mellon University, 
MIT, and Stanford. Moreover, analysis of NeurIPS 
submissions (Allen 2017) shows that many of the pa-
pers have mixed academic–corporate authorship. The 
AI Index4 illustrates the dramatically rising AI trends 
are pervasive, with a nine-time increase since 1996 
in the number of computer science papers published 
and tagged with the keyword artificial intelligence in 
the Scopus database of academic papers.

With this tremendous uptick in investment of 
time, expertise, and money in AI research by academe 
and industry, it is important to ask the following 
questions about academic–industry collaborations: 

What aspects of the current industry–academic col-
laboration models are working well? What are the 
incentives for each party, and how well are they 
met? What are the specific challenges in meeting the 
growing demands for AI research? How might we 
sustain investment and progress in AI, knowing that 
achieving our loftiest goals for the field of AI could 
take decades?

In this article, we offer our recent thought pro-
cesses and first-hand experiences in shaping academic–
industry collaboration for our respective institutions 
in this new age of AI. The authors’ current respon-
sibilities include a mix of independent and joint 
leadership roles for major new models of academic–
industry collaborations, including IBM’s AI Horizons 
Network (AIHN),5 the MIT–IBM Watson AI Lab,6 and 
The MIT Quest for Intelligence.7

Answering the questions we posed for all of indus-
try and academe is beyond the scope of this article, 
but we hope our reflections on these three initiatives 
will provide a context in which others in both aca-
deme and industry might better identify and eval-
uate their own objectives. We believe a rethinking 
of possible approaches to maximize and sustain the 
scientific and technological impact from the current 
and unprecedented investment in AI research could 
hold vast benefits for society at large. Our goal is not 
to promote a single model, but instead to provide the 
building blocks for designing models to suit a variety 
of circumstances. Additionally, because our perspec-
tive cannot possibly be all-encompassing, we hope that 
by sharing it, we can spawn a dialog that the entire 
community can participate in and benefit from.

Traditional  
Academic–Industry  

Research Collaborations
The field of AI has a rich and impactful tradition of 
academic–industry collaboration. Indeed, the now 
famous 1956 Dartmouth Conference that started the 
field of AI was proposed by researchers from Dart-
mouth, Harvard, IBM, and Bell Labs (McCarthy et al. 
1955, 2006). In 1980, Carnegie Mellon University 
created an expert system called XCON for Digital 
Equipment Corporation. XCON was estimated to 
save Digital Equipment Corporation 40 million dol-
lars annually by 1986 (Crevier 1993). The winner of 
the Defense Advanced Research Projects Agency 2005 
Autonomous Driving Grand Challenge was a team 
led by Stanford University that also included experts 
from Volkswagen and Intel (Thrun et al. 2006). The 
Semantic Web, with inventors from MIT, University 
of Maryland, and Nokia, went well beyond a single 
industry–academic collaboration to create a frame-
work that continues to enable widespread, direct 
and indirect, industry and academic collaboration to 
make data from the World Wide Web directly analyz-
able by machines (Berners-Lee, Hendler, and Lassila 
2001). Many of the collaborative methods leveraged 
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by such projects have remained consistent through 
the decades, such as openly published and reproduc-
ible experiments, benchmarks, Grand Challenges, 
and in-market experimentation.

A key challenge in conducting research in any set-
ting is determining how to measure success. In the 
industry setting, success is primarily measured by 
the impact resulting from efforts and investment. 
Nearly all research results, including publications, 
patents, and software, can be considered in terms 
of impact. For example, the impact of publications 
can be assessed in terms of the number and quality 
of publications, the quality and impact factor of the 
publishing venue, the citations from the scientific 
and technical community, and whether inflection 
points representative of a seminal work eventually 
result. This approach requires tracking publication 
impact over the course of months, years, and even 
decades. Patent impact can be measured in licensing 
revenue and freedom of action for products. In the 
field of Computer Science, results are often embod-
ied in computer software, for which impact can be 
measured by the level of adoption internally, in for-
profit products, openly accessible software, and the 
developer and user communities of all. To assess im-
pact, commercial institutions may evaluate whether 
the research contribution, often small in terms of the 
total lines of code or investment in bringing a prod-
uct or service to market, is the differentiating feature 

that drives a step change in adoption and revenue. 
Our perspective is shaped primarily from experi-
ences in our respective institutions, and through for-
mal collaborations and informal conversations with 
researchers from other institutions.

Commercial institutions leverage a variety of ap-
proaches for collaborating with and funding ac-
ademic research, as summarized in table 1. Some 
programs focus on directly sponsoring basic research 
or engaging faculty expertise in industry projects, 
such as faculty awards and industry-directed research, 
respectively. Others, such as consortia, enable lever-
aged investment alongside other industry sponsors. 
Similarly, funding may sponsor the development 
of emerging research talent through PhD fellow-
ships and internships. Visiting scientist roles facili-
tate cross-pollination through sabbaticals of faculty 
in industry laboratories and industry researchers in 
academic settings.

Industry research laboratories with significant 
AI programs such as Google, Facebook, Microsoft, 
Amazon, and IBM all have programs in most or all 
of the categories of table 1, but the specifics vary. 
For example, some faculty or fellowship awards are 
completely open, while others target particular geo-
graphical regions or researcher demographics. One 
clear trend is in the significant investment in intern-
ship programs in terms of the number of summer 
interns (in the thousands), competitive salaries, and 
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Figure 1. Attendance at the Neural Information Processing Annual Conference exemplifies the growth  
in academic and industry AI research.

The 2018 conference sold out in under 12 minutes.
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perks such as flexible hours, access to top leaders, sig-
nature events, and outings.

The following seven topics highlight industry 
incentives for funding such academic collabora-
tions, with complementary academic incentives 
interwoven.

Agile Access to Deep Expertise
Industry research institutions must often double-down 
in the most relevant areas and projects, and shifts 
may be abrupt. Working with academic institutions 
enables industry to augment research teams with 
experts in targeted fields. Such projects conversely 
provide academic researchers with experience and 
insights from solving challenges with industry trans-
formative potential.

Interdisciplinary Innovation
Academic collaborations provide access to a sub-
stantially broader set of disciplines and perspectives, 
honed over decades of focus on that area.

Hiring Pipeline
Connections with top faculty provide improved 
visibility into the hiring pipeline of students with  
fresh ideas and expertise. By working with students 
before graduation through internships, fellowships, 
and co-advising, industry can help prepare stu-
dents with expertise needed for industrial research. 
From a faculty perspective, placing a student in 
a laboratory with the potential for future collab-
orations, funding, and joint publications is highly 
attractive.

Broad Influence
Industry influence in the scientific community can 
be built by releasing open data and AI challenges, 
such as ImageNet (Deng et al. 2009), the Moments 
in Time dataset (Monfort et al. 2018), the DREAM 

Challenges,8 and the AI2 Reasoning Challenge (Clark 
et al. 2018). In addition to helping to engage a larger 
community by enabling researchers to objectively 
evaluate competing approaches on common data, 
such benchmark data sets give students insights 
into the data and challenges of importance to in-
dustry. This industrial context can help accelerate 
the student’s future integration into industrial re-
search laboratories.

Noncompetitive Peer Research
University collaborations provide a means for indus-
try researchers to collaborate and freely exchange 
ideas, without competitive issues. Such outside per-
spectives can be invaluable to both the industry and 
academic researchers.

Retention
Many industry researchers enjoy collaborating with 
and mentoring students. Many also enjoy teaching 
and hold adjunct positions with nearby universi-
ties. Supporting such interests helps industry re-
searchers to grow their research profile in a variety 
of ways.

Risk Management
Although most industry–academic partnership fund-
ing goes to the areas industry is confident is strategic 
to their business, it is also a way for industry and 
academic partners to share the risk associated with 
exploring nascent ideas, whose business relevance is 
still uncertain.

These mechanisms and incentives as described re-
main relevant to industry–academic collaborations 
today. However, we also believe we are in the midst 
of profound changes to how AI research should 
be organized to better address current AI pressures, 
both within institutions and in collaborations with 
others.

Program Type Purpose of Funding Program

Faculty Award Sponsor basic research and foster university collaborations in an area of interest

Industry-Directed Research Engage faculty expertise in an industry-led research program

Visiting Scientist Sponsor faculty sabbatical in a commercial research laboratory for increased in-person 
collaborations. Industry researcher sabbaticals may also be sponsored in academic 
laboratories

Collaborative Open Source Support academe creating code or data for engaging scientific and developer communities 
of industry interest

Academic Consortium Academe-led initiative in which multiple industries can cosponsor research in a given 
research area

PhD Fellowships Recognize and invest in student research toward a PhD degree

Internships Fund students to work in a commercial laboratory to gain industry research experience

Table 1. Traditional Funding Programs for Industry-Sponsored Academic Research.
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New Challenges for AI Research
The field of AI is in a period of rapid and large-scale 
growth, innovation, and emerging industry adop-
tion. In terms of the future of AI, we believe that 
narrow AI, which characterizes current machine 
learning-based deployments of AI, faces major lim-
itations such as requiring large amounts of curated 
training data and careful, human-guided training to 
reliably perform a single or limited set of tasks. We 
similarly believe that broad AI, which moves beyond 
current limitations to tackle complex problems, to 
adapt robustly in changing environments, and to 
transfer learning to new domains, is critical to sus-
taining large-scale progress and industry investment 
in AI. Finally, we believe that artificial general intelli-
gence, when a machine can successfully perform any 
intellectual task a human can, is still decades away.

Thus, a successful industry–academic collabora-
tive model must include long-term sustainable in-
dustry investment in academic research capable of 
both advancing science and impacting technology 
adoption. The following subsections highlight pres-
sures the current AI context is placing on industry–
academic collaborations.

Industry Expectations of AI
Industry anticipation for productivity increases and 
new business opportunities from industrial applica-
tions of AI is high and gaining momentum. Industry 
analysts report that AI-based features will be perva-
sive in nearly all new applications by 2020 (Elliot and 
Andrews 2017). As industry applications and deploy-
ments rapidly emerge, the pressure for fundamental 
advances is also mounting. The briskly evolving fron-
tier of AI is not always cleanly separable into basic, ap-
plied, and use-inspired research. Tackling an industry 
challenge with AI may start with applied research, but 
algorithmic limitations inspire basic and use-inspired 
research. Breakthroughs in basic and use-inspired re-
search can open new doors for applied research.

For example, consider AI systems for question 
answering in domains such as medicine, manufac-
turing, finance, law, and logistics. The text targeted 
by machine learning algorithms may be in relatively 
small numbers of domain-specific documents or 
company-specific manuals. The vocabulary and  
semantics can be highly specialized and used only 
the domain- or company-specific documents. In some 
cases, vocabulary is defined specifically and precisely 
within the document itself. With today’s narrow AI, 
examples of such content must often be painstak-
ingly labeled by humans to train the machines. The 
labeling can be expensive because domain expertise 
is required to understand such documents and to 
reason about intent. Even within a single domain 
(such as law), there are many subdomains (such 
as regulatory compliance, criminal law, real estate 
law), with potentially little overlap in essential  
vocabulary. Vocabulary used in different contexts 
and settings imply different or nuanced meanings, 

for which background knowledge is required to un-
derstand, generalize, or make inferences. Finally, 
many industrial applications of AI have low error tol-
erance because business decisions are being made or 
safety critical operations are being undertaken.

Breakthroughs in basic and use-inspired research 
can help address these challenges by creating algo-
rithms that reduce or eliminate the need for human 
labeling and other limitations in scaling to industry 
demands. For example, transfer learning focuses on 
algorithms and representations that could be learned 
in data-rich environments and then adapted to do-
mains that are similar but have limited data and 
labels. Multitask learning targets algorithms and 
representations that learn from multiple tasks, while 
exploiting the commonalities and differences across 
tasks for improved accuracy. Algorithms for learn-
ing inferentially productive representations, such as 
learning causal structure from observational data, are 
needed. Improved representations are sought to better 
facilitate other objectives such as machine-generated 
explanations and transfer learning. New methods are 
needed to ensure AI is robust enough to undertake 
safety critical applications, even in the face of adver-
sarial attacks, and to avoid shortcomings such as bias 
or unfairness, which can lurk in observational data.

Industry researchers are faced with broad and ac-
celerating needs for AI research, technology, and ex-
pertise, from within our companies, across our client 
and collaborators ecosystem, and throughout the 
scientific and technical community at large. The ac-
ademic mission of advancing science and educating 
students is fundamentally different than the corpo-
rate mission. This difference can sometimes make it 
difficult to align objectives between industry and 
academe. However, there are significant opportuni-
ties in working together to create a fluid flow of ideas 
and results across applied, use-inspired, and basic 
research in AI.

Academic and  
Industry Researcher Contexts
Experienced academic and industry researchers op-
erate in different contexts. They share certain attrib-
utes, such as deep expertise in their chosen area that 
comes from years, potentially decades, of focus, fail-
ures, and breakthroughs; scientific rigor and princi-
pled approaches; and an understanding of the broader 
context in which technology can be brought into 
service. However, they also operate in different con-
texts, experience different career paths, and bring 
different perspectives.

The experience level of collaborators, their pri-
mary research horizon, their strategy, and pivot tim-
ing are meant to help contrast the complementary 
paths and perspectives of industrial and academic 
researchers, but certainly are not universal.

Experience Level of Collaborators
Academic researchers tend to collaborate more with 
students, and industry researchers tend to collaborate 
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more with experienced industry researchers and po-
tentially product teams. This can translate into dif-
ferences in professional maturity of collaborators 
and units of work. Working with students requires a 
keener focus on breaking problems into semester- or  
degree-sized units; the ability to direct those units 
toward understanding; and in aggregate, as a com-
munity, better ability to investigate broader and 
deeper spaces. Collaborations within teams of ex-
perienced industrial researchers enables more easily 
building upon in-house progress and experience.

Primary Research Horizon
Over a career, an individual researcher may focus pri-
marily on basic research, applied research, use-inspired 
basic research, or some combination. Traditionally, 
the path of academic researchers follows the quest for 
understanding — that is, basic research. In indus-
try, even research directed toward a quest for un-
derstanding is often at least influenced by a desire 
to bring results to market at some point — that is, 
use-inspired basic research.

Strategy
Industry researchers are immersed in an environ-
ment influenced by business strategy, market growth, 
and competitive differentiation. This can be helpful 
in learning to understand which projects have the 
potential for market impact, which breakthroughs 
may be critical to transitioning a new technology 
from research to a product or services team and enter-
prise adoption, and how to inspire corporate spon-
sorship. Academic researchers often have experience 
with startups and learn how to pique industry and 
government interest and investment by helping them 
to see beyond current pressing problems to a poten-
tially very different future.

Pivot Timing
Academic researchers learn to manage in the context 
of a very flexible workforce (students), tools (whatever 
works best for a project), and funding sources. In-
dustry researchers often have the advantage of scale 
(larger, more experienced workforces, production 
level tools). Industry researchers attempt to invent 
at the forefront of technology or science relevant for 
their company, so changes are a balance of personal 
passion, long-term research agenda, and market or 
business forces.

These differences in context and incentives can 
make it difficult to create and maintain long-term 
industry–academic collaborations. A key goal in de-
veloping an effective alliance model for AI research 
is to leverage these differences as complementary 
strengths.

Accelerated Timeline for  
Disseminating Results and Success Metrics
The field of AI abounds with new and rapidly expand-
ing subfields. The traditional means for disseminat-
ing research results through scientific journals and 

conferences cannot keep pace with today’s AI field. 
Many AI researchers now publish their results on the 
open arxiv.org forum, in parallel with submitting to 
peer-reviewed venues. Accelerated timelines for dis-
seminating research can help to drive the field more 
quickly, but can also present challenges in industrial 
settings, where articles may require vetting for confi-
dential information prior to submission.

The accelerated timeline for disseminating research 
results also has an impact on traditional measures 
of success for research. For example, traditional re-
search success metrics include the number, impact 
factor, and citations of publications, albeit with many 
shortcomings as a success metric (Shema 2013). The 
accelerated pace and sheer volume of publications 
in AI present new challenges for using publication 
attributes as a measure of success.

Moreover, the lack of sufficient details regarding 
the software and training conditions for key research 
results have made it difficult for AI researchers to re-
produce prior results. A recent article characterized 
the reproducibility issue in AI as a crisis (Hutson 2018).

The field of AI does, however, have the advantage 
of targeting automation of intelligence tasks at or 
above human-proficiency. That is, targeted tasks can 
be precisely specified, with metrics of success that can 
be objectively evaluated, on data that can be open 
for the community to reproduce and build upon re-
sults. Well-defined tasks, with objective, verifiable 
measures of success for AI’s near-term challenges and 
ambitious objectives can offer valuable metrics for 
tracking progress in AI, and can also provide a more 
open and consistent way to communicate research 
objectives across industry and academe.

Need for Diversity
AI is expected to transform many, if not all, industries 
and professions. While the authors do not anticipate 
AI taking on entire professions in coming years, 
we do anticipate AI will change the future of work, 
and life, by taking on increasingly complex tasks 
within a variety of professions (Brynjolfsson and  
Mitchell 2017). The need for a diversity of perspec-
tives, cultures, disciplines, and expertise to partici-
pate in creating technology that will directly affect 
so many lives is a critical challenge for AI.

Despite the broad implications for AI, the field 
does not currently have broad representation. For 
example, recent years have actually seen a decline in 
the US doctoral graduation rates in computer science 
for women. According to the Computer Research As-
sociation’s 2017 Taulbee Survey (Zweben and Bizot 
2017), only 18 percent of US doctoral graduates in 
computer science are women, and the total popula-
tion of doctoral graduates across all American Indian 
or Alaskan Native, Black or African American, His-
panic or Multiracial Non-Hispanic, Native Hawaiian, 
and Pacific Islander is less than 3 percent.

In top AI research conferences, such as NeurIPS 2017, 
the International Conference on Machine Learning 
2017, or the International Conference on Learning 
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Representations 2018, only 12–17 percent of regis-
tered attendees were women and substantially fewer 
were underrepresented minorities, based on our in-
formal queries into conference demographics. Sev-
eral conferences with whom we checked do not yet 
track diversity demographics.

In addition to transforming industries and pro-
fessions, AI has the potential to transform our 
built infrastructure, making it more accessible to 
individuals with health conditions or other physi-
cal, sensory, or mental impairments. However, re-
cent reports have shown that smart infrastructures 
sometimes also hinder access, when potential im-
pairments are not well considered (Hamraie 2018). 
The United Nations Convention on the Rights of 
People with Disabilities9 defines disabilities not as 
an attribute of an individual, but instead as a con-
cept resulting from a mismatch between the avail-
able infrastructure and the needs of an individual. 
Clearly, broad understanding and diverse perspec-
tives are needed to ensure equal access to the bene-
fits AI can bring.

AI Talent Shortage
Computer science had benefited tremendously over 
the years from the bidirectional learning that can 
happen between industry and academe. In the cur-
rent age of AI and ML, industry can offer very large 
computer infrastructure needed for training and ex-
ploration of novel approaches, extensive data sources, 
insight from real-world challenges, and funding. 
Academe offers deep expertise in a diversity of disci-
plines, an agile and ambitious workforce, and a pipe-
line for future talent.

However, the enormous demand for AI expertise is 
also attracting faculty and pre-degree students away 
from academe. This reduces the capacity to conduct 
fundamental research, independent of what may be 
short-term commercial goals, and the capacity to 
produce future generations of expertise.

Improvements needed for academic–industry alli-
ance models include better models for leveraging the 
assets each brings to the field of AI and for amplify-
ing (instead of hollowing out) the pipeline of funda-
mental and curiosity-driven research.

In summary, the current state of AI research presents 
many new challenges and opportunities for improved 
academic–industry alliance models. Key challenges 
to traditional industry–academic approaches include 
industry’s soaring demand for AI capabilities and 
talent; the need for effective, concurrent progress 
across applied, use-inspired, and basic research; sus-
taining research investments necessary for long-term 
AI goals; incompatible incentives for academic and 
industry researchers; a rate and pace of publications 
at odds with reproducible research results and tradi-
tional success metrics; and student and researcher 
demographics that are not commensurate with broad, 
transformative potential of AI.

In the following sections, we describe and explain 
the strategies we are using to address many of the 

challenges previously described. Although we can-
not claim a single model that addresses all of the above 
challenges, we can highlight approaches we believe 
are most relevant for promoting short- and long-
term AI research success.

Scaling Joint  
Industry–Academic AI Research  

in Large, Multiyear Collaborations
Addressing all of the limitations of traditional models 
of collaboration is out of scope for this article. How-
ever, we posit that an essential aspect of addressing 
them is to scale the volume of high-quality research 
and its positive influence on the larger industry and 
academic communities. In this section, we focus on 
strategies for achieving such scale in large, multiyear 
collaborations. At a high level, these strategies in-
clude creating a dynamic portfolio, measuring pro-
gress using AI challenges, collaborating as peers and 
across disciplines, and sharing intellectual property.

To provide some context for these strategies, the 
MIT–IBM Watson AI Lab includes 100 full-time equiva-
lent researchers across MIT and IBM, and a portfolio 
of 70 active research projects (as of September 2019) 
involving 23 university departments and centers. 
These projects were selected from among 250 project 
proposals received over three competitive project pro-
posal rounds.

Creating a Dynamic Portfolio
Large, multiyear programs require a portfolio man-
agement strategy that is responsive to the fast pace 
of today’s AI research and achieves continued strong 
buy-in from all participants. This can be accom-
plished by instituting periodic (for example, annual) 
competitive calls for project proposals, and a process 
for peer review and project selection. A joint steering 
committee, composed of equal numbers of research-
ers from the industry and academic institutions, 
provides a means for peer decision-making on the 
strategic objectives of the laboratory, the focus areas 
for the competitive project proposal process, and de-
cisions on which projects are funded to achieve the 
desired portfolio strategy. A joint steering committee 
can also provide a peer review process for monitoring 
the ongoing progress of projects, guidance to project 
teams and individual researchers, and representation 
of the overall activity to executive-level stakeholders.

Supporting multiple project durations and orien-
tations can also help with crafting a portfolio that 
meets the needs of both entities. Exploratory pro-
jects may be small scale (for example, 2–3 research-
ers) and relatively short in duration (for example, 2–3 
semesters). Larger, multiyear projects are also needed 
to support more well-defined research efforts that 
warrant larger teams (for example, 4–6 researchers)  
engaged over longer periods (for example, 3 years). 
Exploratory and larger projects can be independently 
executed or federated for some larger objective.
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Over time, exploratory projects may spawn fur-
ther exploratory projects or larger multiyear pro-
jects. Merging or reforming projects from successful 
threads of multiple projects can enable tackling larger- 
scale projects. Managing the vitality of the overall 
collaboration also requires sustaining a healthy flow 
of new exploratory projects, discontinuing less suc-
cessful projects, and adapting project goals based on 
new discoveries.

Measuring Progress Using AI Challenges
Effectively measuring short-term progress against long-
term research goals can be difficult, especially across 
industry and academic institutions. The AI research 
community is increasingly organizing challenges in 
which multiple teams compete to achieve the high-
est score against a well-specified AI challenge task. 
AI challenges aim to improve machine performance 
on a well-defined task to the point of approaching or 
surpassing human performance, as measured against 
a predetermined benchmark(s) and metric(s). Typi-
cally, the benchmark is anticipated to be surmounta-
ble with concentrated effort.

Three examples of projects that meet the criteria 
of being an AI Challenge include: Use knowledge 
acquisition and reasoning to solve questions on 
standardized tests with the goal of achieving state-
of-the-art performance on the textbook question 
answering dataset; apply probabilistic program induc-
tion to learn graphics programs (for example, in a 
language like LaTeX) that can reproduce hand-drawn 
images; and develop an AI system that can automati-
cally compete at the level of a Master in a Kaggle data 
science competition, without human intervention 
or parameter tuning.

The AI challenge approach enables measuring in-
cremental progress by decomposing a long-term goal 
into a progression of shorter-term challenges, or pro-
gressively formulating a longer-term research agenda 
by incrementally identifying and measuring success 
against shorter challenges. Thus, well-specified AI 
tasks with objective performance metrics also provide 
a natural means to scope projects, measure shorter- 
term progress against longer-term research goals, and 
impose meaningful decision points.

Defining an AI challenge task with agreed-upon, 
quantitative performance metrics enables multiple 
approaches to be tested and objectively compared 
by collaborating or independent teams. Metrics of 
interest include accuracy against the task goals, the 
resource efficiency of the approach, the scalability 
in deployment (both human and machine require-
ments), and reliability.

The AI challenge approach is gaining momentum 
and is useful for organizing a variety of industry–
academic collaborations. Examples include collab-
orative projects to tackle one or more challenges, 
time-constrained competitions such as leaderboards 
or hackathons, and publishing open challenges to 
the broader community. As part of a larger port-
folio, the challenge format is effective for driving 

focused efforts for addressing already well-defined 
problems.

Collaborating as  
Peers and across Disciplines
Industry and academic researchers working as peers —  
shoulder-to-shoulder on conceiving, formulating, 
and executing research projects — can also play a 
major role in effectively scaling AI research. This 
construct enables jointly setting goals and evaluat-
ing results, as opposed to the industry-directed or 
academic-led consortia, where goals are set by the in-
dustry or academic leader of the program. Academic 
principal investigators gain access to experienced in-
dustry researchers, working as part of their team, on 
problems they view as moving the field forward, po-
tentially co-mentoring students, with the potential 
to substantially improve the results and publications 
of their team. Conversely, the industry principal in-
vestigators get the mirror effect (academic principal 
investigators and students working on the industry 
team’s projects).

The value of the peer research approach is not only 
in the number of researchers assigned to the effort. 
An even greater value comes from the diversity of per-
spectives, expertise, experience levels, and even po-
tentially conflicting incentives. Students bring fresh 
ideas, eagerness to immerse and learn quickly, experi-
ment and take risks, deeply focus on a novel problem 
or solution, and earn a scientific reputation (and a de-
gree) for themselves. Experienced academic and in-
dustry researchers bring deep expertise, experience in 
driving a project to completion, and a broader under-
standing of related work and potential applications.

A collaboration model open to disciplines and de-
partments, well beyond those specifically pursuing 
core AI and machine learning research, can also aid in 
scaling AI research. An open and inclusive approach 
is especially critical to bringing novel, cross-discipli-
nary perspectives to the difficult challenges AI brings. 
For example, AI has an urgent and critical need for 
learning causal models from observational data, an 
area requiring a sound grasp of statistical analysis, 
principles of identification, and other mainstays of 
data science. Conversely, automated techniques for 
learning causal structure could bring powerful new 
tools to many scientific fields. In another example, 
information theoretical approaches to understand-
ing information flow in deep neural networks could 
enable provable bounds on learning efficiency or ro-
bustness. AI for ethical decision-making and ethics 
for AI are additional areas with a deep need for an 
open and inclusive collaboration model.

Sharing Intellectual Property
The authors are frequently asked: What is the industry 
value in funding research with an intellectual prop-
erty model that promotes openly and expeditiously 
publishing research results and enabling spinouts that 
may eventually compete with the industry sponsor? 
While the following position and rationale is heavily 
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influenced by the current context of the authors, we 
believe it offers insights on why others may also gain 
advantages from this model.

Specifically, as an enterprise that creates technolo-
gies for other enterprises, IBM relies not only on being 
at the forefront of technology, but also on ensuring 
there is an ecosystem at this envisioned future. Such 
an ecosystem requires startups with whom larger 
institutions can work. It requires many more trained 
experts than a given institution will hire, who will 
instead help staff partner and client institutions. It 
benefits from the technical staff in those client and 
partner institutions also having access to publica-
tions, code, and benchmark data so they can experi-
ment and translate cutting-edge technology for their 
own business problems, make informed decisions on 
which technologies are best for their needs, and pro-
vide feedback from their experiences.

Additionally, for researchers to be inventing and 
innovating at the forefront, there must be other tal-
ented researchers from across industry and academe 
also publishing in the same venues, peer-reviewing 
and providing feedback, and moving the entire field 
forward together. This is not a new model for indus-
try, as traditional industry–academic alliances have 
also supported participation in open source, open 
data, and open publication for decades.

Scaling AI research through academic–industry al-
liances benefits from an intellectual property model 
that ensures researchers are not only able, but also 
are strongly encouraged, to publish their results 
openly in top quality scientific conferences and jour-
nals and more expeditious venues such as arxiv.org. 
Industry collaborators may require vetting publica-
tions for confidential information, but by having 
industry and academic researchers working side-
by-side, the industry researchers can ensure early, 
incremental vetting that avoids delays in publishing.

The open collaboration model also makes it fea-
sible to provision shared computing infrastructure 
for joint research, co-development, test, evaluation, 
and experimentation. The shared infrastructure and 
research collaboration tools enable code and data 
sharing within and across teams, and also facilitates 
asset capture and reproducibility, by enabling teams 
to leverage one another’s code and data repositories.

In summary, we believe advances in AI require not 
only scientific rigor and disciplined approaches, but 
also agility, incubation, relentless entrepreneurial 
spirit, and an innovative hack culture.

Practical Successes and Challenges
The goal of this section is to provide concrete exam-
ples of how the challenges and approaches described 
in previous sections are working in practice for IBM’s 
AIHN and the MIT–IBM Watson AI Lab. AIHN and 
the MIT–IBM Watson AI Lab have been instrumental 
in forming and refining the model described in this 
article. The collaborations were established over the 
course of a few years, while we were also learning 

from and adapting our model. Thus, not all collabo-
rations operate under the same model. The following 
paragraphs describe some of the realities of imple-
menting the strategies previously presented.

First, current metrics for the program overall are 
aligned with the impact-based metrics described earlier 
and teams are experiencing successes against those 
metrics. All of the in-progress research teams are 
yielding coauthored publications to top-tier AI jour-
nals and conferences. Several of these industry– 
academic teams have jointly released open datasets 
and toolkits that are publicly posing AI challenges to 
the broader AI research community (Monfort et al. 
2018; Gunasekara et al. 2019; Li et al. 2019). Joint 
teams have also produced top-ranked submissions to 
other open AI challenge competitions (Shi et al. 2018; 
Wei et al. 2018) and garnered best paper awards 
(Boratko et al. 2018; Zhang et al. 2018; Frankle and 
Carbin 2019; Pearson et al. 2019; Wright et al. 2019).

Second, we have also experienced some challenges 
in executing our strategies. To begin with, the appro-
priate use and adoption of the AI challenge format 
takes practice. Not all principal investigators submit 
proposals that comprise one or a small number of 
well-defined AI challenge tasks with objective met-
rics for success, against specific datasets. This is at 
least partially because, in many cases, the formula-
tion of a well-specified AI challenge task itself often 
requires research to lay the groundwork. Awarding 
exploratory and seedling projects helps to mitigate 
this challenge. In initial phases, well over half the 
grants are awarded to exploratory and seedling pro-
jects. We hope to see exploratory projects follow up 
with improved formulations, backed by evidence of 
the suitability as an ambitious objective to drive for-
ward the field of AI. This will facilitate growing the 
successful exploratory projects into larger projects 
with even more ambitious objectives.

Another challenge we experience is in reconciling 
differences in research philosophies, expertise, incen-
tives, and working styles. All project proposals are to 
have at least one university principal investigator and 
at least one industry principal investigator. Every pro-
posal is meant to be jointly conceived and refined, 
with a plan where each researcher brings their indi-
vidual expertise and effort to jointly conduct the re-
search to the team. However, it is not uncommon for 
university principal investigators to prefer unfettered 
funding, which typically does not include engaging 
industry collaborators as peer researchers. Likewise, it 
is not uncommon for industry principal investigators 
to prefer industry-directed research for specific busi-
ness challenges, or for their priorities to shift over a 
multiyear collaboration. Balancing the need to fully 
explore the potential of an idea, while being respon-
sive to changes in the business landscape requires a 
flexible, yet strategic mindset from both sides.

Finally, it can also be challenging to form project 
teams that optimally leverage the expertise and band-
width of interested researchers. In some cases, indi-
vidual researchers are already aware of one another’s 
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research and simply reach out to discuss potential 
collaborative projects. This is not as straightforward 
for interdisciplinary teams, where researchers may 
not be aware of one another’s work. There is also 
the potential challenge of well-known researchers 
getting too many collaboration requests, and less-
known researchers getting too few. Open houses, 
poster receptions, working sessions, and openly ac-
cessible team messaging channels help researchers 
identify potential collaborators.

Concluding Remarks
We believe the recent advances in AI and machine 
learning, alongside the opportunities they present, 
are worthy of a reconsideration of how industry and 
academe can best work together. As researchers, 
we share a lot in common. We all revel in thinking 
big, taking chances, solving pressing problems with 
broad scientific, technological or societal impact, the 
opportunity to fail while trying, and the deeper un-
derstanding that comes from a healthy mix of fail-
ures and breakthroughs. Developing new approaches, 
and most importantly, starting new laboratories and 
initiatives with ambitions to be famous for our sci-
ence and its impact, is both daunting and exhilarat-
ing. We hope some of the aspects we have taken into 
consideration and the approaches we are pursuing 
can be valuable to the broader community.
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1. www.marketwatch.com/press-release/automotive-artificial- 
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by-2024-2018-05-14.
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report.pdf.

3. medium.com/syncedreview/a-statistical-tour-of-nips-2017-
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4. aiindex.org/2017.

5. www.research.ibm.com/artificial-intelligence/horizons- 
network.

6. mitibmwatsonailab.mit.edu.

7. quest.mit.edu.

8. dreamchallenges.org.

9. www.un.org/development/desa/disabilities/resources/
general-assembly/convention-on-the-rights-of-persons-with-
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