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Dialogue systems are traditionally divided into sev-
eral types according to their purposes, and include 
question-answering systems that can give informa-

tion on a particular topic of a range of topics (see for example 
Zhang, Yang, and Zhao 2020), goal-oriented dialogue sys-
tems that can accomplish a task such as looking for flights 
or ordering a pizza (see for example Madotto et al. 2020), 
and, finally, chatbots that do not have any particular task 
in a dialogue (that is, open domain; see for example Serban 
et al. 2017); their goal is to make a conversation interesting 
and enjoyable for a user, and to encourage the user to keep 
chatting for a longer time. For that, they can use a range 
of instruments, such as giving user quizzes (for example, 
the kAIb chatbot,1 which participated in the first Conversa-
tional Intelligence Challenge [ConvAI1]), expressing empa-
thy (Lin et al. 2019), trying to find a topic that is of interest 
to a user, and so on.

 Development of conversational systems 
is one of the most challenging tasks in natu-
ral language processing, and it is especially 
hard in the case of open-domain dialogue. The 
main factors that hinder progress in this area 
are lack of training data and difficulty of auto-
matic evaluation. Thus, to reliably evaluate 
the quality of such models, one needs to resort 
to time-consuming and expensive human eval-
uation. We tackle these problems by organiz-
ing the Conversational Intelligence Challenge 
(ConvAI) — open competition of dialogue 
systems. Our goals are threefold: to work out 
a good design for human evaluation of open- 
domain dialogue, to grow open-source code 
base for conversational systems, and to har-
vest and publish new datasets. Over the course 
of ConvAI1 and ConvAI2 competitions, we 
developed a framework for evaluation of 
chatbots in messaging platforms and used it 
to evaluate over 30 dialogue systems in two 
conversational tasks — discussion of short 
text snippets from Wikipedia and personal-
ized small talk. These large-scale evaluation 
experiments were performed by recruiting vol-
unteers as well as paid workers. As a result, 
we succeeded in collecting a dataset of around 
5,000 long meaningful human-to-bot dia-
logues and got many insights into the organi-
zation of human evaluation. This dataset can 
be used to train an automatic evaluation model 
or to improve the quality of dialogue systems. 
Our analysis of ConvAI1 and ConvAI2 com-
petitions shows that the future work in this 
area should be centered around the more active 
participation of volunteers in the assessment of 
dialogue systems. To achieve that, we plan to 
make the evaluation setup more engaging.
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Similarly to other fields of natural language process-
ing (NLP), dialogue systems benefitted from the recent 
deep learning revolution. The introduction of encoder–
decoder neural architectures with attention (Bahdanau,  
Cho, and Bengio 2014) and, later, self-attentive trans-
formers (Vaswani et al. 2017) took the quality of 
machine translation models to a new level (Wu et al. 
2016). These advances also had a significant impact on 
dialogue systems. Architectures based on a transformer 
network were successfully applied to tasks of question 
answering (Lan et al. 2019) and goal-oriented dialogue 
(Lee, Lee, and Kim 2019). However, such an approach 
is moderately successful for nongoal-oriented chatbots.

One-turn-factoid question answering is probably 
the simplest task for deep learning techniques. The 
answer is usually unique, which allows building 
training and validation datasets easily. The quality of 
a system can be evaluated on a test set automatically 
via standard precision, recall, and F1 metrics.

On the other hand, goal-directed dialogue, such 
as a restaurant booking, presents a more challeng-
ing setting. A task-oriented dialogue system needs 
to classify user intents and recognize entities men-
tioned by the user. Extracted entities should be 
retrieved from a knowledge base, sometimes with 
the help of reasoning. Another challenging prob-
lem is state tracking; that is, updating the informa-
tion and beliefs about user intents after getting new 
input. Such dialogue systems are often modular, and 
the performance of natural language understanding,  
state tracking, and other modules is evaluated by 
comparing with ground truth answers. In addition 
to that, the accomplishment of the user’s task can 
be easily tracked. Thus, goal-oriented systems can be 
evaluated with the percentage of successful dialogues.

Finally, building open-domain conversational 
systems poses a huge challenge for machine learn-
ing approaches. Open-domain dialogue data have 
high variability as there might be a large number of 
eligible responses given the same dialogue context. 
This creates problems with training and evaluation 
of neural chatbots.

The automatic metrics that are often used to assess 
the quality of an open-domain dialogue are weakly 
correlated with human scores (Liu et al. 2016). The 
goal of a chatbot is to generate answers that are nat-
ural and suit the context. Naturalness is commonly 
measured with the perplexity of a generated string 
(Serban et al. 2015), but perplexity cannot grasp the 
adequacy of an answer. To measure the appropriate-
ness of a response, a generated string can be aligned 
with some oracle answer. The most popular metrics 
used for such oracle-based evaluation are BiLingual 
Evaluation Understudy (BLEU) (Papineni et al. 2002) 
and Metric for Evaluation of Translation with Explicit 
ORdering (Lavie and Agarwal 2007), originally used 
for evaluating machine translation models. Unfortu-
nately, this is not an optimal way of evaluating chat-
bots either, because many different responses might be 
valid for the given context, so the oracle should not be 
unique (Liu et al. 2016).

On the other hand, there are recent works on the 
automatic evaluation of open-domain dialogue. The 
Automatic Dialogue Evaluation Model metric by Lowe 
et al. (2017) is trained on real human data to predict 
the scores of utterances given these utterances and their 
context. It yields only moderate correlation with human 
judgements. A work by Ghandeharioun et al. (2019) 
suggests using a linear combination of automatically 
computed statistics (sentiment scores of utterances, 
the similarity of human and bot utterances, the num-
ber of questions among bot utterances, and so forth) 
and shows that such a combined metric strongly corre-
lates with the dialogue quality. Hashimoto, Zhang, and 
Liang (2019) describe a discriminator of bot and human 
responses whose error rate can be used as a quality score 
for a chatbot. While these metrics are promising and 
can be used for testing new features of dialogue systems 
and comparing model variants, the human assessment 
still is the most reliable method of evaluation. It is avail-
able at large scale in industry, as in, for example, a pop-
ular social bot XiaoIce (Zhou et al. 2018). It has a few 
hundred-million active users — which allows testing 
any new approaches on end-users directly. However, 
for the majority of academic or small industrial research 
groups, such a scenario is not feasible.

A possible solution to this problem is citizen science 
(Hand 2010). Volunteers can chat with bots in messen-
gers and evaluate them. To attract volunteers, evalua-
tion should be framed as an engaging activity such as 
playing a game, participating in a competition, or solv-
ing a challenge. Here, machine learning competitions 
provide good incentive to participate for volunteers. 
Participating as an assessor gives a possibility to inter-
act with cutting-edge artificial intelligence (AI) tech-
nology and make a contribution to its development.

Large-scale public evaluation of open-domain dia-
logue systems not only allows us to compare submitted 
solutions, but also helps us to solve the problem of not 
having annotated data. Data annotated for quality of 
individual responses and overall dialogue is a valuable 
source for error analysis and training of the next gen-
eration of systems. The appropriate design of data- 
collection setup during chatbot competitions enables 
the organizers to release this data after the competition.

A number of conversational AI challenges and 
competitions with live human evaluation emerged 
in recent years. The most well-known industrial 
competition is the Alexa Prize2 (Ram et al. 2018; 
Khatri et al. 2018). This is a competition targeted at 
building a socialbot that can converse coherently 
and engagingly with humans on popular topics for 
20 minutes. Another small-scale analog is the Loebner 
Prize3. It is usually a one-day event where a small 
number of human judges converse in an open-ended 
manner via a textual interface with a chatterbot 
or another human for a few minutes and decide 
whether the peer is a machine or not. The Build It 
Break It4 competition proposes a new type of shared 
task for AI problems that pits AI system builders 
against human breakers in an attempt to learn more 
about the generalizability of current NLP technology.
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In 2016, we initiated and co-organized a series of 
conversational AI challenges as a part of the Confer-
ence on Neural Information Processing Systems5. 
The primary goal of this ConvAI series is to provide 
a framework for human evaluation of open-domain 
dialogue and explore the main challenges of state-of-
the-art conversational systems.

ConvAI is designed to address the issues outlined 
earlier by pursuing the following goals. The first one 
is to work out a standard evaluation setup for open- 
domain dialogue systems and evaluate state-of-the-art 
conversational AI in order to define best practices 
of development. The second goal is to create a pool 
of open-source solutions that can be used as base-
lines for further research. The third goal is to col-
lect and release, for public use, a dataset of evaluated 
human-to-human and human-to-bot conversations.

Description of Competitions
To this date, ConvAI competitions were organized 
twice — ConvAI1 in 2017 (Burtsev et al. 2018) and 
ConvAI2 2018 (Dinan et al. 2019). Both competi-
tions were built around a focused open-domain con-
versational task. This means that the goal of dialogue 
was explicitly defined for peers, but the topic varied 
from one interaction to another. Such an approach 
makes it easier for a user to evaluate the quality of a 
conversation because its goal is clearly defined. Thus 
variance of scores is reduced, and the evaluation is 
more reliable. On the other hand, the creation of 
one particular conversational skill for many domains 
is much easier for participants than the creation of 
many skills for many domains.

ConvAI 1
The conversational task of ConvAI1 was to discuss a 
short text given to both peers at the beginning of a con-
versation. The text was a paragraph from a Wikipedia 
article randomly selected from the Stanford Question 
Answering Dataset (Rajpurkar et al. 2016). This makes 
possible narrowing down the topic of a conversation to 
the topic of a text. This setup is also targeted at making 
chatbot responses more informative and less uniform 
because the repetitive short answers have been identi-
fied as one of the problems in human-to-bot conver-
sations (Yu et al. 2016). Importantly, this task poses a 
challenge for chatbots to retain a context in short-term 
memory, which is also one of the crucial problems in 
the development of dialogue systems (Li et al. 2016). 
The availability of open-source solutions for question 
answering over the Stanford Question Answering Data-
set provided teams with a solid baseline and possibly 
some starting core code for the solution.

During a dialogue, the user was able to evaluate every 
bot answer by giving it a thumbs-up or thumbs-down 
interpreted as a positive or a negative score, respec-
tively. This evaluation was not compulsory. Users ini-
tiated the end of dialogue themselves; this could be 
done any time. After that, they were asked to evaluate 
their experience according to three parameters: quality, 

breadth, and engagement. Quality was defined as the 
overall impression of dialogue, whereas breadth meant 
the extent to which the topic was covered, and engage-
ment evaluated the peer’s enthusiasm about the con-
versation. Each parameter was evaluated in terms of a 
1-to-5 scale; this evaluation was compulsory.

ConvAI 2
The task of ConvAI1 turned out to be very challenging 
for chatbots as it was hard for them to maintain a 
coherent conversation about a provided text snippet.

Likewise, humans found it boring and difficult 
to adhere to the suggested topic, often because the 
texts were full of names and numbers, and hard to 
understand. To make a conversation more engaging, 
we chose Smalltalk as a conversational goal for the 
second ConvAI. The task was to tell about oneself 
and learn something about a peer. Every chat user 
and a chatbot had assigned profiles that consisted of 
four to five short sentences containing facts about a 
persona to represent in a conversation.

Each participant received a new persona for every 
dialogue. This scenario was also targeted at check-
ing chatbot reading comprehension skills and short- 
term memory. Similarly to the previous year, chatbots 
were evaluated at the end of a conversation, but only 
with the quality score. An example of a typical Con-
vAI2 dialogue is shown in figure 1.

ConvAI2 competition provided to participants the 
PersonaChat dataset (Zhang et al. 2018), which could 
be used for training and evaluation of models. Persona-
Chat consists of conversations of eight to ten turns 
between two humans. The participants of these con-
versations discuss their work, hobbies, families, or pets. 
The information about themselves should be consist-
ent with persona profiles received at the beginning of 
the conversations. Users were not required to use all 
the information from their profiles, but were recom-
mended to divert a conversation toward topics covered 
in them. They were not allowed to use phrases from 
their profiles without changes, but rather elaborate on 
facts given there. Dialogues, as well as persona profiles, 
were collected via Amazon Mechanical Turk6 service.

For this competition we expected a higher number 
of participants, so we could not arrange human assess-
ment for all of the submitted models. Therefore, we 
organized a two-stage competition where, at the first 
stage, we selected a set of best-performing models using 
automatic evaluation, and then launched human 
assessment for these models. Thus, during the first 
stage, we had to use automatic metrics, although they 
are not an optimal evaluation strategy. We used three 
metrics: perplexity, F1-score, and hits@1. We selected 
metrics that can evaluate generated text (perplexity, F1-
score) as well as retrieval models (hits@1, F1-score).

Finally, the second edition of ConvAI had quite 
strong baselines. Their source code was made avail-
able in ParlAI (Miller et al. 2017)7 so that partici-
pants could build upon these models. The models 
include a Key-Value Memory Network, which is a 
retrieval model, and two generative solutions: a 
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sequence-to-sequence model and a language model. 
All models are described in more details in the paper 
by Zhang et al. (2018).

Results of Competitions
The ConvAI competitions attracted a sizeable num-
ber of teams from academia and industry. In total, 10 
teams participated in ConvAI1, and six of them were 
admitted for the final human assessment. At ConvAI2, 
solutions from 23 teams were submitted to the first 
round, and seven of them were selected for the human 
evaluation.

We required that the winners of ConvAI made their 
code open-source for future competitions and research 
in the area. Other participants were also encouraged 
to do so. Four participants of ConvAI1, including the 
winning teams, made their code available,8 as well as 
the winners of ConvAI2.9 Moreover, baseline models 
for ConvAI2 task are available online.

Overview of Solutions
In both editions of ConvAI, the participants used 
state-of-the-art methods existing at that time. How-
ever, they were held a year apart; therefore, ConvAI2 
used more advanced network architectures. Besides 
that, the tasks of ConvAI1 and ConvAI2 were sub-
stantially different, and this difference is bound to be 
reflected in the design of the participating systems.

ConvAI1

At ConvAI1, chatbots had to solve very diverse tasks, 
such as reading of a text and talking to a user about 
this text. At the same time, during a dialogue, a user 
might want to switch to another arbitrary topic. 
Therefore, many of the solutions presented at Con-
vAI1 had a modular structure. They consisted of a 
set of modules, each targeted at solving a particular 
conversational task, and a dialogue manager. The 

Figure 1. Example of ConvAI2 Dialogue with Chatbot Utterances on the Left and Human Volunteer Answers on the Right.
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dialogue manager selected the most suitable module 
to generate an answer at each point in a conversation.

The design of the task suggested that users can ask 
questions to chatbots. Therefore, the majority of sys-
tems included a question-answering (QA) module. 
They used established QA architectures, such as DrQA 
(Chen et al. 2017) or FastQA (Weissenborn, Wiese, 
and Seiffe 2017), or designed their own approaches. 
QA modules were mostly trained on the Stanford 
Question Answering Dataset (Rajpurkar et al. 2016). 
Alternatively, they could retrieve answers from exter-
nal sources — for example, Wikipedia or DBpedia. 
In addition to QA, some systems contained ques-
tion-generation modules, anticipating that the user 
would enjoy a quiz-shaped conversation.

Most solutions also included a sequence-to- 
sequence model to generate free dialogue answers. 
The majority of teams used encoder–decoder architec-
tures based on recurrent neural networks — for exam-
ple, a bidirectional recurrent neural network with 
Long Short-Term Memory cells, or its more advanced 
versions, such as a variational hierarchical recurrent 
encoder–decoder (Serban et al. 2016). Instead of gen-
erating utterances, some teams used retrieval models 
that selected suitable phrases from a set of candidate 
responses. Many teams used an open-source chit-chat 
bot, Alicebot (Wallace 2009), as a separate module.

At ConvAI1, we did not provide any official train-
ing dataset and did not prohibit the use of any data, 
as long as it is freely available. In addition to the 
Stanford Question Answering Dataset and Wikipedia, 
models were trained on data fetched from Twitter, 
Reddit, and other web resources. Dialogue manag-
ers were trained on dialogues manually labeled for 
quality at the utterance level to classify generated 
utterances as good or bad. Several teams also used 
reinforcement learning. They used human actions 
during dialogue as rewards.

ConvAI2

ConvAI2 was different from the previous competi-
tion in many respects. First, the task did not imply 
switching between conversation styles. Therefore, the 
majority of participants designed end-to-end conver-
sational models without explicit dialogue manage-
ment. The architectures of these models were also 
different from the previous year. While most of the 
generation models at ConvAI1 were recurrent-neu-
ral-network–based, many of participants of ConvAI2 
preferred Transformer architecture (Vaswani et al. 
2017), which was introduced shortly after ConvAI1.

They trained Transformers themselves or used pub-
licly available pretrained models, such as the Genera-
tive Pretrained Transformer model (Radford et al. 2018). 
On the other hand, some teams that participated in the 
final round still adhered to recurrent neural networks, 
and one of them preferred a retrieval model adapted 
from Wu et al. (2016).

Another novelty of ConvAI2 was the official train-
ing dataset, namely PersonaChat. However, similarly 
to ConvAI1, PersonaChat was not the only allowable 

training resource, so all teams used additional data 
for training. These were chit-chat dialogue datasets, 
such as DailyDialog (Li et al. 2017), Reddit com-
ments, OpenSubtitles (Lison and Tiedemann 2016), 
and Switchboard.10 In addition to that, models were 
pretrained on plaintext datasets — for example, the 
One Billion Word dataset (Chelba et al. 2013).

Comparison of Dialogues
Throughout the overall ConvAI competitions, we col-
lected four datasets11 the ConvAI1 dataset (Logacheva 
et al. 2018), and three ConvAI2 datasets (Logacheva 
et al. 2019), which include an official human evalua-
tion dataset collected via Amazon Mechanical Turk,12 
a human evaluation by paid workers collected via 
Yandex. Toloka13 whom we further denote as tolokers, 
and wild evaluation by volunteers. The evaluation 
setups for tolokers and volunteers were identical. 
The only difference was that the former were paid for 
chatting with systems, and the latter were doing that 
just for the fun. The instructions to users and evalua-
tion scheme were identical.

On the other hand, the official human evaluation 
at ConvAI2 collected via Amazon Mechanical Turk 
was not fully consistent with the other three datasets, 
because it used the 1-to-4 scale for dialogue-level evalu-
ation instead of the 1-to-5 scale. In addition to that, the 
dialogues were automatically finished by the evalua-
tion framework when reaching the length of four to six 
turns. The length was selected randomly from L = {4, 5, 
6}. Therefore, evaluation of these data is incomparable 
with the evaluation for the other three datasets, so we 
do not report its statistics here. For the thorough anal-
ysis of these dialogues, we refer readers to the official 
description of ConvAI2 (Dinan et al. 2019).

Table 1 shows the statistics of the three datasets col-
lected in 2017 and 2018. There, we see that only 50 
percent of dialogues were long enough, that is, they 
lasted more than three turns. This suggests that short 
dialogues are inevitable in crowdsourcing experiments, 
and when planning such experiments one needs to 
take into account that a large proportion (up to 50 per-
cent) of the collected data will not be usable.

Another common feature of all datasets is the 
difference in the length of utterances generated by 
human participants and chatbots. Chatbots produce 
longer answers on average. As was already suggested 
in the description of the 2017 data (Logacheva et al. 
2018), humans do not strive to output grammat-
ically correct and self-contained sentences. They 
tend to use elliptic constructions, and can produce 
extremely short answers. This trend also holds in 
the 2018 datasets, and suggests that it is an inherent 
characteristic of human-to-bot conversations.

Task Difficulty for Humans and Bots
Table 1 shows that the length of dialogues increased 
in 2018 compared with 2017. In general, this means 
that chatbots managed to keep user attention for a 
longer time. This does not mean that the dialogues 
became better; as was shown in the analysis of 
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ConvAI1 data (Logacheva et al. 2018), the length of 
dialogues is only weakly correlated with their qual-
ity. Nevertheless, being able to capture user atten-
tion for a long time is an essential (although not 
sufficient) step on the way to a good conversation. 
Systems participating in ConvAI2 not only yielded 
longer dialogues but also received higher scores from 
users. Table 2 shows the comparison of scores given by 
users to chats with bots during ConvAI1 and ConvAI2. 
Analysis of ConvAI1 data (Logacheva et al. 2018) 
suggests that scores for quality are strongly correlated 
with scores for the other two parameters, breadth and 
engagement. So we use quality as the only proxy 
for overall user satisfaction for ConvAI1. In ConvAI2, 
we did not use breadth and engagement anymore. 
Utterance-level scores are optional thumbs-up and 
thumbs-down given by users to individual utterances 
during a conversation. We interpreted positive scores 
as “1” and negative scores as “0” and averaged them 
for a particular chatbot (or for all chatbots in the 
“Average” row). Note that only around 15 percent 
utterances per bot were rated. Unrated utterances did 
not participate in the utterance-level evaluation.

The overall level of user satisfaction is higher for 
ConvAI2 because the scores of both worst-performing 
and best-performing chatbots grew in 2018 com-
pared with the previous year. This can be explained 
by the fact that the quality of models submitted to 
ConvAI2 is higher. However, it might be that the 
ConvAI2 task is easier or more engaging for users 
than the task from the first ConvAI.

Analysis of Evaluation Schemes
For human evaluation of ConvAI1 dialogues, we 
used three dialogue-level evaluation metrics: over-
all quality of dialogue, dialogue breadth, and peer 
engagement.

At ConvAI2, users explicitly evaluated dialogues 
with overall quality only. In addition to that, we 

included a new metric for evaluation of chatbot con-
sistency. After a dialogue, we asked users to choose a 
persona that belonged to their peer from two persona 
descriptions. Our intuition was that being consistent 
with a profile allows a chatbot to have a better con-
versation because lack of consistency is a persistent 
complaint about current state-of-the-art dialogue 
systems. However, the correlation between dialogue 
quality and persona detection scores was only mod-
erate (0.45). This shows that a model can be consist-
ent without producing a good dialogue — such as, for 
example, by randomly throwing in random facts from 
its profile. Such a strategy yields a high persona detec-
tion score, but does not improve the system’s quality.

In addition to human assessment, at the first stage 
of ConvAI2 we evaluated the chatbots with auto-
matic metrics (perplexity, F1-score, and hits@1). How-
ever, they turned out to disagree with subsequent 
evaluation by users. Table 3 shows the automatic 
and manual scores of the six chatbots that showed 

Dataset

2017 Data 2018 Data

Volunteers Tolokers Volunteers Total

Dialogues 4,750 3,197 1,209 4,406

Long Dialogues (>3 turns) 2,640 (56%) 1,696 (53%) 537 (44%) 2,233 (51%)

Average Utterances per Dialogue 17.16 21.41 23.97 22.03

Average Words per Utterance

Human 5.73 6.26 5.17 5.96

Bot 8.88 10.19 10.41 10.26

Total 7.38 8.37 7.77 8.21

Average Score

Human 3.69 — — —

Bot 1.07 2.70 2.76 —

Table 1. Statistics of Dialogue Datasets Collected during ConvAI Competitions.

Category 2017 2018

Dialogue-Level Scores

Best Bot 2.4 3.3

Worst Bot 1.4 2.1

Average 2.2 2.9

Utterance-Level Scores

Best Bot 0.52 0.72

Worst Bot 0.19 0.29

Average 0.44 0.61

Table 2. User Scores in 2017 and 2018 Experiments for the  
Best-Performing and the Worst-Performing Systems.
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the best results in the first stage and were selected 
for the human assessment. The ranking of these 
models produced by the automatic scores shows a 
weak negative correlation with ranking based on 
human-dialogue–level quality scores. For example, 
the model that outperformed other competitors by 
a large margin in all three automatic metrics was 
considered only second-best by humans. This means 
that these scores cannot replace human evaluation.

In addition to explicit evaluation, we tried to find 
features of dialogues that could serve as a proxy for 
a dialogue quality. We observed only a weak corre-
lation of dialogue level quality and the number of 
utterances in dialogue, the number of unique words, 
and unique trigrams. The length of dialogue was par-
ticularly interesting for us because it is often used 
as a quality metric in commercial chatbots (Zhou 
et al. 2018; Kumar et al. 2017). However, we found 
out that a dialogue of any length is equally likely to 
have any score. The only exception was for the score 
of “1.” It was more often given to short dialogues. 
Therefore, if a dialogue is short, it is likely to be con-
sidered bad. Otherwise, dialogue length does not tell 
us much about user experience.

Discussion
Application of machine learning methods in the 
field of dialogue systems opens highly promising 
possibilities, but poses problems with training and 
evaluation of open-domain chatbots.

What makes a good conversation for a chatbot? 
There is no clear answer to this question yet. Lack 
of understanding prohibits implementation of auto-
matic metrics of open-domain dialogue quality. 
Attempts to apply metrics from machine translation 
were not very successful. BLEU and other metrics 
based on the precision of words or n-grams do not 
suffice for this purpose, even if they are extended 
with word or sentence vector representations. They 
assume lexical or at least semantic similarity of  
an answer to an oracle, which is often wrong for the 
dialogue. Here, we have a fundamental problem with 

the high variability of meaningful responses for the 
same dialogue context. Today, a reliable evaluation of 
a dialogue system can only be performed by humans.

Human evaluation can be done via crowd-sourcing 
platforms like Amazon Mechanical Turk or by vol-
unteers. In our competitions, we experimented with 
both types. The motivations and goals of volunteers 
and paid workers during conversation are different. 
Paid workers earn money and, in general, are not 
excited by the task itself. On the other hand, vol-
unteers have a natural interest in exploring different 
aspects of conversation with an intelligent agent. 
When we compared the performance of volunteers 
from wild evaluation and paid users from Yandex. 
Toloka (tolokers), we found that there is a larger 
number of recurring users among tolokers. There 
were around 100 tolokers who conducted at least 
10 conversations, whereas only around 10 volunteers 
had more than two dialogues. Thus, because experi-
mental setups were identical for volunteers and paid 
workers (except for the payment), we can see that the 
task was not exciting enough to provide the motiva-
tion for conducting a large number of dialogues.

A large number of recurring users might be a bet-
ter scenario for research purposes. Having many dia-
logues from the same user allows for detection of, and 
removal of, user-specific biases. Moreover, users who 
conduct only one or two dialogues tend to give lower 
scores to bots. This might indicate their overly high 
expectations at the beginning of a testing session. After 
one dialogue, a user might be dissatisfied and rate a 
chatbot very low. However, if she or he has multiple 
dialogues, then expectations and scores of subsequent 
dialogues would be adjusted and become more stable. 
Thus, human evaluation of chatbots should probably 
take into account only scores from recurring users, and 
would allow a training period for new users.

An important aspect of a competition is that all 
systems are evaluated on the same population of 
users. This is vital for the comparison of differ-
ent solutions and reproducibility of results. Thus, 
even in the case when two studies are using the 
same crowd-sourcing platform, factors such as slight 

Category Human Evaluation

Automatic Evaluation

Perplexity Hits@1 F1-score

Lost in Conversation 3.11 — 17.1 17.77

Hugging Face 2.68 16.28 80.7 19.5

Little Baby 2.44 — 64.8 —

ParlAI Team (Baseline) 2.44 — 55.2 11.9

Mohd Shadab Alam 2.33 29.94 13.8 16.91

Happy Minions 1.92 29.01 — 16.01

ADAPT Centre 1.6 31.4 — 18.39

Table 3. The Official Results of ConvAI2 in Terms of Human and Automatic Metrics.
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differences in the description of the task for work-
ers, parameters of worker selection, and the fact 
that a pool of workers changes over time, inevita-
bly bias results, making them incompatible. Com-
petitions provide a much better setup by having the 
same testing conditions for all systems.

The development of advanced open-domain con-
versational agent requires not only advanced machine 
learning techniques but also a large amount of engi-
neering effort spiced with inevitable tips and tricks on 
how to choose hyperparameters and train a system. 
This is why we asked winners to provide open-source 
code of their solutions. As a result, the teams uploaded 
their code, technical papers, and presentations on 
GitHub and even promoted them with blog posts. 
This is how ConvAI competitions can lower barriers 
to enter the field and accelerate research and develop-
ment of more intelligent conversational AI systems.

As a part of ConvAI, we collected about 5,000 
human-to-human and human-to-bot dialogues where 
utterances, as well as whole dialogues, are labeled for 
quality. The potential of this data are waiting to be 
explored by the community. In contrast to a huge 
number of raw dialogues on the web, ConvAI data 
gives a unique opportunity to compare the perfor-
mance of humans and bots for the same task. The 
use of dialogue scores to train a response-selection 
model for the dialogue system is a practical applica-
tion of the dataset.

Future Directions
Each of the two editions of ConvAI provided many 
interesting and useful insights into the testing of dia-
logue systems. Still, a reasonable and robust evalua-
tion and comparison framework for open-domain 
conversational systems does not exist. Thus, we are 
looking forward to exploring untapped possibilities 
with new public competitions.

Another reason we need a new conversational com-
petition is the fact that NLP is developing very fast. The 
new powerful architectures and, in particular, new ways 
of pretraining language models (InferSent, Conneau 
et al. 2017; Bidirectional Encoder Representations from 
Transformers, Devlin et al. 2018; Universal Language 
Model Fine-Tuning, Howard and Ruder 2018; and 
Generative Pretrained Transfomer, Radford et al. 2018) 
dramatically improved the performance of neural net-
works on many NLP tasks. Thus, a new competition on 
dialogue modeling can measure to what extent these 
new developments influenced chatbots. In addition 
to that, many pretrained models of good quality are 
freely available now, so to develop a well-performing 
dialogue system, one does not need access to powerful 
machines and other resources. This fact increases the 
number of potential participants of such competitions.

A potential new round of ConvAI competition 
should have a task that combines strong points of the 
previous editions. Similarly to the first ConvAI, dia-
logues should be centered around some meaningful 
topic, but to make the conversation more engaging, 

we should let the user choose that topic. To make a 
goal of dialogue more grounded and clearer to the user, 
we should give a more concrete and detailed task — for 
example, to ask for a particular piece of information 
from a chatbot, as was done in ConvAI2. The task com-
pletion could be checked by a short quiz on the chosen 
topic. This will also provide additional gamification, 
which can help attract volunteers and encourage them 
to conduct more dialogues.
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Notes
1. github.com/lifelongeek/kaib_nips

2. developer.amazon.com/alexaprize

3. en.wikipedia.org/wiki/Loebner_Prize

4. bibinlp.umiacs.umd.edu/

5.  neurips.cc

6. www.mturk.com

7. github.com/facebookresearch/ParlAI/tree/master/projects/ 
convai2

8. github.com/DeepPavlov/convai/tree/master/2017/solu-
tions

9. github.com/atselousov/transformer_chatbot

10. web.stanford.edu/?jurafsky/ws97

11. The datasets are available online at convai.io/data

12. www.mturk.com

13. toloka.yandex.ru

14. statmt.org/wmt18/quality-estimation-task.html
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