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Abstract
From the earliest days of the field, Recommender Systems research and practice
has struggled to balance and integrate approaches that focus on recommendation
as amachine learning ormissing-value problemwith ones that focus onmachine
learning as a discovery tool and perhaps persuasion platform. In this article,
we review 25 years of recommender systems research from a human-centered
perspective, looking at the interface and algorithm studies that advanced our
understanding of how system designs can be tailored to users objectives and
needs. At the same time, we show how external factors, including commercial-
ization and technology developments, have shaped research on human-centered
recommender systems. We show how several unifying frameworks have helped
developers and researchers alike incorporate thinking about user experience and
human decision-making into their designs. We then review the challenges, and
the opportunities, in today’s recommenders, looking at how deep learning and
optimization techniques can integrate with both interface designs and human
performance statistics to improve recommender effectiveness and usefulness

INTRODUCTION

Recommender systems use data, including data reflective
of user preferences, to customize experiences for those
users. In their simplest form, these systems use product
preference data to determine which products to display
(or “recommend”). Even this simple form of recommen-
dation raises questions. What data? The customer’s prior
purchases? The customer’s reviews, ratings, or explicit
preferences? The customer’s pattern of responses to prior
displays? Andwhat about data fromother customers?Data
about the products? These questions often form the core
concern of recommender systems researchers–how do I
squeeze the most value out of data to make better recom-
mendations.
This article, however, looks at a very different set of

questions. What does it mean for a recommendation to be
good? Should I recommend things the customer likes and

buys often? Should I introduce the customer to new prod-
ucts? How many products are too many to recommend?
Howmany are too few? Should I show the best recommen-
dations all at once, or save some for later? When should
the recommendations be diverse, and with respect to each
other or the customer’s history? What type of recommen-
dations lead to immediate satisfaction and which lead to
long-term use and customer happiness?
We use the term Human-Centered Recommender Sys-

tems to describe an approach to recommender systems
research and practice that focuses on understanding the
characteristics of recommender systems, the characteris-
tics of recommender systems users, and the relationships
between them. The goal of human-centered recommender
systems research is to design the algorithms and interac-
tions of recommender systems to better fulfill the goals
of users and of the organizations engaging with these
users.
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We often use this term in contrast to missing value esti-
mation or simplistic machine learning. The contrast can
be seen in a simple example often used by the late John
Riedl, one of the pioneers of the field.When critiquing click
through or purchase rate as a measure of recommender
system success, he would suggest that he could create a
very high purchase-rate supermarket shopping cart recom-
mender. It would be a printed sign saying “buy bananas
and bread.” He would then observe that these two prod-
ucts are among the most frequent purchases in American
supermarkets, and therefore the recommender would be
very successful. But it would also provide very little value
(to either the shopper or the market), since almost all of
these customerswould have already knownabout and cho-
sen whether to buy bananas or bread without the recom-
mendation. And yet – perhaps there are times when such
recommendations are useful; early in a person’s usage of a
system, even if a recommendation provides no new infor-
mation, it may build their trust that the system actually
“understands” them.
Indeed, as this example suggests, there is an intimate

relationship between human-centricity and the metrics
used to evaluate a recommender system (or an innova-
tive component to be incorporated into one). As we dis-
cuss in more detail below, substantial advances in human-
centric recommender systems have generally required
deployments of systemswith real users. But experimenting
with real users is expensive, high-effort, and often risky.
So many innovations are tested using historic user data
(which may not be able to assess impact on user behav-
ior). Part of our discussion below addresses how the field
is increasing the amount of experiment-based theory to
permit better human-centered evaluation through offline
analyses.
And no discussion of human-centered recommender

systems research would be complete without consider-
ing the nature of the human decision-making that such
recommender systems are intended to facilitate or influ-
ence. While much of the offline study of recommender
systems is unfortunately divorced from the context of
use, other researchers have built on studies of decision-
making and consumer behavior to understand how such
decision-making is and can be affected by recommenda-
tions (indeed, often as a surrogate for human salespeople).
Chen et al. (2013) edited a special issue ofACMTiiS on this
topic, and outlined in their introduction both the state of
research at that time and the key questions that are still
being explored today.
The rest of this article is organized into four roughly

chronological (but overlapping) sections. We discuss the
early days of recommender systems, particularly as those
systems first emerged in research and industry. Then
we discuss the widespread commercial growth of these

systems, followed by the great influx of algorithmic
research spurred on by the Netflix Prize competition, and
finally the current day and future of the field. We end
with a look at how human-centered recommender sys-
tems approaches may merge into more simplistic machine
learning approaches, offering the best of both approaches.
One final usage note. The term “recommender systems”

can be used both narrowly (typically to describe systems
that implement some form of collaborative filtering) and
broadly (including content-based techniques and much
more). We focus here on systems and algorithms with a
collaborative filtering lineage (in other words, systems that
use some formof ratings data—either explicit or implicit—
from many users to provide personalized recommenda-
tions to each user). But many of the systems we discuss
are hybrids of collaborative and content-based approaches,
and we believe that the human-centered issues we raise
apply across the broad space of recommender systems.

THE EARLY SYSTEMS (THEMID 1990S):
HUMAN-CENTERED ORIGINS AND A
QUEST FOR EFFECTIVEMETRICS

Fundamental framing. By the late 1980s, researchers had
identified information overload as a crucial problem. Mal-
one et al. (1987)wrote ‘It is already a common experience in
mature computer-based messaging communities for peo-
ple to feel flooded with large quantities of electronic “junk
mail” . . . . it is also common for people to be ignorant of
facts that would facilitate their work and that are known
elsewhere in their organization.’ In response, they framed
the computational task of information filtering, encom-
passing both omitting some items (of less interest or qual-
ity) and selecting other items (of greater interest or quality)
from a large universe. They further defined several meth-
ods of filtering, two of which are directly relevant to our
concerns: cognitive filtering filters items based on their con-
tent, and social filtering filters items based on some rela-
tionship between the person forwhom the filtering is being
done and other people. Subsequent work elaborated these
two approaches using the terms content-based and collab-
orative filtering, later unified under the rubric of recom-
mender systems.
The first generation of recommender systems—roughly

through most of the 1990s—focused on inventing tech-
niques that addressed the information overload problem.
More specifically, they attempted to provide one or more
of the following services to their users:

Prediction – estimating how much a user will
want each of a set of items (assigning a score
to each item);
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Recommendation – selecting a set of items
(from a large, mostly static collection) to
present to the user (choosing items the user is
expected to want to consume);

Filtering– processing a stream of items to
choose which ones to present (or not present)
to the user.

These correspond to the services that predated modern
recommender systems. Hotel and restaurant guides pro-
vide a form of star-rating prediction (though not personal-
ized). Advertising servers and the Book-of-the-Month club
(and its many similar services) provide recommendations
(as do many human agents). Clipping services provide a
form of positive filtering; email spam filters provide a form
of negative filtering.
While the development of information filtering systems

to address information overload provides a useful fram-
ing (and arguably is the most common framing in the
field) for considering human-centered issues, other fram-
ings existed at the same time. Most notably, a long line of
work on support for interactive querying and exploration
of datasets, boosted by the introduction of techniques from
case-based reasoning and usermodeling, led to a set of sys-
tems organized around the notion of user-system dialogue.
These systems provided mechanisms through which the
user would interact with the system through a mixture of
querying and “critiquing” of system-displayed items, con-
tinually refining the model of user interests, until the user
finds the item(s) they are satisfied with. We will touch on
some systems from this tradition as well, where they help
us illuminate relevant issues.
Human-centered origins of early systems. We consider

six early recommender systems, looking at their human-
centered goals and the key decisions made in their design
and evaluation:
Tapestry (Goldberg et al. 1992) was an organizational

message database that allowed users to annotate items,
essentially serving as an endorsement of the item con-
tents. Users could use these annotations to query the item
database, e.g., to find items endorsed by a particular per-
son. While this work reported on an early, experimental
version of the system, it was clear that the goals were to
reduce overload and to make it possible for users to create
queries that automatically “appraised” and routed impor-
tant content to them.
GroupLens (Konstan et al. 1997; Resnick et al. 1994),

Ringo (Shardanand and Maes 1995), and the Bellcore
Video Recommender (Hill et al. 1995) were three simi-
lar ratings-based collaborative filtering systems, though
each had different models for user interaction. Grou-
pLens operated on a stream of content (Usenet News

articles) while Ringo and the Video Recommender oper-
ated on (regularly updated) sets of music artists and
movies, respectively.
GroupLens was integrated into Usenet News reader

software; it asked users to rate articles (on a 1–5 scale)
and provided a personalized prediction (on the same
scale) for each yet-unread article based on the ratings of
those who’d rated it. While the original GroupLens paper
focused on the architecture of the system and scalabil-
ity, it also brought forward human-centered questions of
social implications of such a system and incentives for rat-
ing (vs. waiting and free-riding on the ratings of others).
When the system was later evaluated in a field study, met-
rics included the correlation between predictions and user
ratings (showing the value of personalization), predictive
utility (helping users make good decisions), and cold start
problems for new users and new content. GroupLens also
showed that time-spent reading was a good surrogate for
explicit ratings, building on the earlier work onMorita and
Shinoda (1994).
Ringo provided web-based and e-mail based interfaces.

Userswere providedwith a list of artists to rate (initially 125
of them, on a 7-point rating scale), with the top of the list
including frequently-rated artists to provide better match-
ing with others (a strategy later taken to the extreme by
Jester, a joke recommender where everyone saw and rated
the same first jokes (Golberg et al. 2001)). Ringo would
then respond to user queries for recommendations, neg-
ative recommendations (artists you’d hate), or predictions.
It would provide a confidence level along with the score.
Shardanand and Maes conducted systematic evaluation
of recommender algorithms including evaluating neigh-
borhood formation strategies. They focused on measuring
predictive error (both mean absolute error and standard
deviation of errors) looking at how the error distribution
changed with errors, but they also looked at user feed-
back, observing the cold-start issues for both the system as
a whole and for new users.
Bellcore Video Recommender provided an e-mail inter-

action in which users were sent a list of 500 videos to rate
(as a research interface, not intended to be a long-term
interface), of which 250 were common to all users and
the other 250 were randomly chosen. Users rated on a
scale of 1–10 along with “must-see,” “not-interested,” and
“unseen;” they received back a set of recommendations
with predictions, but also analyses of video category
preferences, a list of highly-correlated neighbors, and
explicitly explained recommendations from those neigh-
bors. Hill et al. were trying to build a social community
that would be augmented by the recommender, not
replaced by it. They explored reliability of ratings (finding
a .83 correlation between same-user ratings 6 weeks
apart), using that to estimate an upper limit on prediction
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performance (they also looked at correlation between
ratings and predictions). Notably, they compared
neighborhood-based recommendation with following
advice of critics, finding much higher performance for
neighborhood-based recommendation; they also reported
subjective user feedback.
These three neighborhood-based collaborative filtering

systems were different in many ways, but they shared sev-
eral key similarities. Each of them started with a basis of
prediction–of estimating what score the user would assign
to an item. Each of them was based on the assumption
that prediction should be personalized–that people have
different tastes. And each of them believed that the key
to making good personalized predictions was to find the
right set of neighbors–other users with a history of similar
tastes. Each system assumed that the best predictions were
those that were most accurate, and the good recommen-
dations flowed from good predictions. And each of them
explored concerns surrounding the awkward challenge of
cold start – both the challenge of providing useful infor-
mation to new users who had too sparse a profile to accu-
rately model tastes and the challenge of providing useful
information about sparsely rated items. The approaches
were somewhat different – GroupLens defaulted to provid-
ing new users with average predictions while Ringo and
the Video Recommender created artificial density through
their start-up rating process.
The next two early systems took different approaches

within the family of recommender systems.
Pointing the Way (Maltz and Ehrlich 1995) built upon

the ideas from Tapestry to incorporate a notion of “active
collaborative filtering” into Lotus Notes. Recognizing that
certain individuals in groups tend to review lots of content
and find what is relevant to others, they enabled users to
easily send “pointers” to other individuals or groups. Their
evaluation focused on ease of use and early usage, noting
that active collaborative filtering provides an easy-to-use
and flexible alternative in a context where users know each
other (such as a workplace).
PHOAKS (Terveen et al. 1997) investigated whether

recommendations of pages (in Usenet articles) could be
aggregated to find useful resource pages relevant to that
newsgroup community. The system first mined articles for
these recommendations, looking forURLs in a context that
suggests endorsement (positive language around it, not
quoted or in a signature). It then aggregated these recom-
mendations to provide a “frequentlymentioned resources”
for each group. PHOAKS provided transparency by mak-
ing it easy to view the recommendations themselves, not
just the recommended resource. Terveen et al. evaluated
the approach showing that resources recommended by the
most users tended also to be listed in newsgroup FAQ
lists.

As we look at these six early systems, three distinct sets
of human-centered recommendation questions arise:

Input/Data:What information is obtained and
used to compute recommendations? How is it
obtained (implicit, explicit)? On what scale is
it input? How reliable is it? Can users examine
it and understand its role in the process?;

Algorithm/Output: What is computed and
how? For predictions, what data accompa-
nies the prediction that can explain its confi-
dence? For recommendations, are they simply
top predictions, or something else? What data
comes with them?

Presentation: How are the predictions or rec-
ommendations presented to the user? What
interaction is available to explore that data?

The input and presentation are what most classically
relate to human-computer interaction, but in the field
of human-centered recommender systems the data, algo-
rithm, and output have been quite prominent.
This early era also corresponds to the end of the systems-

centric research period in this field. Building new systems
is hard, as each of these studies showed. Over the follow-
ing decades, fewer research systems were built and main-
tained (and in turn more commercial systems would be
built and deployed). Substantial research would be con-
ducted on a few research systems, but the vast majority
of research would be conducted using datasets – either
for offline studies and simulations or as a basis for short-
term experiments. As a result, metrics would become even
more important than they were in the early days of recom-
mender systems.
As we move forward through later stages of the field of

recommender systems, we explore how these three sets of
questions are addressed through research and practice.

THE COMMERCIAL BOOM (1995–2005)

Early collaborative filtering systems had the good fortune
to bloom in the early days of the dot com boom. As a
result, several research projects quickly commercialized
even as the corporate sector was finding its own footing in
recommender systems. The result of these early ventures
was rapid learning about what mattered in commercial
applications–engineering algorithms for high throughput
and low latency. While none of these original research-
spawned companies still survive, the lessons they learned
and innovations they spawned still shape the field.



AI MAGAZINE 35

Pattie Maes and her group at MIT founded Agents,
Inc. (later Firefly Networks) in late 1995. The company
promoted a network model where their clients would
integrate with the Firefly system, with Firefly using end-
customer data to provide personalized recommendations.
Firefly’s goal was to grow its network of end-users, and
through that the value of the network for each client. Fire-
fly provided a music recommender BigNote that encour-
aged end-users to sign up to receive music recommen-
dations. Firefly attracted high-profile customers such as
Barnes & Noble, America Online, and Yahoo!. As a com-
pany, it developed technology to support profiles of per-
sonal data (the Firefly Passport). In the end Microsoft
acquired Firefly, primarily for the Passport and technical
talent.
The GroupLens team at Minnesota founded Net Per-

ceptions in mid-1996. The company took a very different
approach to delivery of recommender services. It produced
a recommender engine that companies could install and
operate within their own computing systems. This engine
received product ratings and produced various forms of
prediction and recommendation through an API. Net Per-
ceptions quickly signed up major customers such as Ama-
zon.com, Best Buy, and J.C. Penney. The company quickly
learned that user-user collaborative filtering could not
scale to the needs of these large businesses and imple-
mented new algorithms geared towards low-latency and
high-throughput. The company grew rapidly during the
boom, but then could not sustain itself through the dot com
bust.
In 1997, Iconomic Systems by founded by Pearl Pu,

Boi Faltings, and their team at EPFL. The company took
the group’s research on dialog-based recommendation
and exploration interfaces for large product spaces and
applied it to travel recommendation. The company was
later acquired in 2001 by i:FAO, a German corporate travel
agency.
And in 2004 Francisco Martin, Jon Herlocker, and Tom

Diettrich at Oregon State University founded MyStrands
(with offices in Oregon and Barcelona). Their first prod-
uct was the MusicStrands music recommender, though
they later broadened their scope to include financial and
retail recommendation. Now named Strands, the company
is still active in providing recommendation products and
services.
The lessons these companies (and other startups of the

era) learned were important ones that shaped the research
agenda in recommender systems for nearly a decade to
follow. Recommendations were useful, but only if they
could be delivered on time. The surprising delight of an
unexpected gem could be sacrificed for reliably provid-
ing good recommendations, even if somewhat predictable.
And businesses wanted to see evidence of the quality of a

recommender system. Metrics became an important part
of the sales process – businesses might start by looking at
accuracy metrics, but eventually would want to measure
something more substantial–typically a business-specific
metric such as click through rate, conversion rate, or lift
(the added purchase value).
With the benefit of growing datasets, in this period we

see the first comprehensive evaluations of algorithms.Her-
locker et al. (1999) published an evaluation framework
specific to neighborhood-based user-user nearest neighbor
algorithms. The analysis was entirely offline; it explored a
wide range of algorithmic choices (neighborhood forma-
tion, weighting of neighbors, normalization), and looked
at mean absolute error for predictions, coverage (the per-
centage of items for which a personalized prediction could
be made), and a decision-support metric ROC-4. ROC-
4 reflected the recommender’s performance as a filter
(the area under a receiver operating characteristic curve)
when the goal is to only recommend items with a true
user rating of 4 or higher. These offline analyses presaged
a wave of algorithmic innovation built on offline analy-
sis, though many of the later works simplified the anal-
ysis to a single error metric (usually root mean squared
error).
By late 1996 it had become clear, as well, that the “clas-

sic” user-user neighborhood-based collaborative filtering
algorithm would not scale well enough for large busi-
ness applications. Shardanand and Maes (1995) had men-
tioned the possibility of computing relationships among
items; Amazon built a scalable recommender systemusing
that model, and the item-item algorithm became widely
known, studied, and used (Sarwar et al. 2001, which con-
tinued to useMAEas ametric). At the same time, early ver-
sions of dimensionality reduction algorithms (later known
as latent factor algorithms) were emerging (e.g., Sarwar
et al. 2000, which compared these algorithms using top-N
Precision and Recall to better assess recommendation per-
formance). The shift from evaluating predictions to eval-
uating “the success of the top-N” reflected the common
business application in use – most retail, information, and
advertising services provided one or a small number of top
items to the user; few of them had frequent need for accu-
rate predictions outside that top few.
Recommender systems were a hot industry in the late

1990’s. Businesses were seeing significant value frommak-
ing suggestions to customers. Advertisers were improving
click-through rates (at a time when their business model
required delivering a certain click through rate to collect
full payment). And new algorithms promised significant
improvements in scale and performance with little cost in
accuracy.
But it was just then that many in the research commu-

nity renewed their focus on user experience. Specifically,
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the ongoing adoption of web-based systems created a vari-
ety of new challenges and opportunities.
Lieberman (1995); Pazzani et al. (1996), and created sys-

tems to assist in web browsing. Lieberman’s Letizia served
as an “over the shoulder” agent watching the user’s inter-
action and suggesting potential content of interest. Paz-
zani et al’s Syskill and Webert explored a variety of AI
techniques using user ratings along with page selection
to suggest both content and future searches. Each was
an attempt to tame the unstructured vastness of the early
web.
Burke et al. (1996) introduced the FindMe knowledge-

based recommenders. These recommenders allowed users
to navigate an information space (restaurant listings in
Entreé, the most famous instantiation). Users could start
from an example and then navigate through information
space by specifying directions of interest – “less expen-
sive,” “more lively,” “make it Italian” until they foundwhat
they were looking for. The database was shared, but the
results were personal due to each user’s personal path of
discovery. In this approach, the user drove the interaction
by critiquing the examples generated by the system, driv-
ing it in a direction to approach their (perhaps implicit)
goal. Otherswould later extend this approach tomore com-
plex critiquing, including Reilly et al. (2007) which reports
on the evaluation of compound critiquing recommenders
(bringing together lines of research from Barry Smyth and
Pearl Pu, both of whom advanced the case-based approach
to recommender systems). Pu et al. (2010) brings together
a long line of research to provide research-based usabil-
ity guidelines for critiquing-based product recommenders.
Much later, Taijala et al. (2018) adapted this approach to
provide a mechanism for navigating through latent item
space with “more like” and “less like” options over an item
set.
At the same time, ratings-based collaborative filtering

was exploring issues of user experience. About a month
after the GroupLens team transitioned its MovieLens sys-
tem to an item-based recommender system (a decision
made to address performance issues), we started receiv-
ing complaints from users about the new system not
being “bold enough” and feeling insufficiently personal-
ized. This led to extensive study of the qualitative aspects
of recommender systems and how we might improve the
user experience.
Herlocker et al. (2000) experimented with explanations

within a recommender system, finding that explaining the
deep underlying statistics was counterproductive but that
simpler explanations with reference to item attributes or
broad statements about other users were well received.
This work was later extended by Tintarev and Masthoff
(2007) who developed a framework for analyzing recom-
mendation explanations.

McCarthy and Anagnost (1998) explored recommenda-
tion formusic in shared spaces inMusicFX, a collaborative
music-listening recommender for a gym. They found that
people would state extreme preferences to manipulate the
algorithm. O’Connor et al. (2001) introduced PolyLens to
explore the idea of recommending for intentional groups,
including comparing strategies of merging a group into a
“single pseudo-user” (which was not effective) and com-
bining prediction and recommendation lists for individu-
als in a group. Jameson and Smyth (2007) provide a good
review of work from that era on group recommendation.
And Baltrunas et al. (2010) provide a detailed study of
rank-list group recommendations, including the impacts
of group size and diversity on recommendation fit.
Ziegler et al. (2005) may have been the first experimen-

tal study to show that users prefer to have at least a cer-
tain amount of diversity in their recommendation lists (in
particular, showing that diversified lists were rated higher
by users than less diverse lists even when users rated the
items lower individually). This fit into a long line of studies
showing that “just producing the top-predicted items”may
not be the best strategy for a recommender system. Indeed,
industry leaders had figured out already that striking the
balance between the items expected to be recommended
and the items that might prompt new interest is a tricky
challenge.
Cosley et al. (2003) reported on an experiment show-

ing that recommendations affect user perceptions of the
items recommended, and in turn showing that erroneous,
biased, or manipulated recommendations could in turn
propagate (rather than self-correct) through their effect on
subsequent user perceptions and ratings.
We published a review of the state of the art in evalu-

ating collaborative filtering recommender systems in 2004
(Herlocker et al. 2004). This review looked at both evalu-
ation processes and metrics. The review looked in depth
at accuracy metrics, finding that there were three families
of such metrics that had reflected different properties of
the systems’ performance. And it looked at a wide range
of user experience metrics, from the novelty and serendip-
ity (Swearingen and Sinha 2001) of recommendations to
confidence in the recommendations to directly measured
short- and long-term user experience.
Indeed, it would appear that the commercial era was

a fruitful one for human-centered recommender systems
work, though much of it had moved away from the rec-
ommendation algorithms and into new interactions, new
ways to understand the data, or new ways to present
and combine the data. Recommender systems of that era
were still seen as systems where the algorithm (sometimes
referred to as the “engine”) was just one component. But
the whole field was about to be shaken up by a compelling
challenge.
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THE NETFLIX PRIZE AND ITS
AFTERMATH (2006–2016)

It would be difficult to overstate the impact the Netflix
Prize has had on the field of Recommender Systems. The
announcement that Netflix would award $1 million to
whoever could improve upon its Cinematch recommender
algorithm by at least 10%, combined with the provision
of an extensive dataset and a leaderboard with annual
progress prizes, led to an incredible influx of machine
learning and data mining researchers. Individuals, small
teams, and larger teams–fromacademia and industry labs–
tried their hands at this challenge.
It took nearly 3 years and a set of mergers of top teams

that had complementary approaches to produce a grand
prize winner. By that time hundreds of researchers had
been introduced to the challenges and data sets of rec-
ommender systems. And they learned that this was an
area that industry, at least, felt was worthy of substantial
investment.
Let us take a moment to credit the Netflix Prize for what

it did well. It brought out a diverse set of researchers and
techniques that advanced machine learning and data sci-
ence. One can debatewhether thewinning stacking hybrid
algorithm was elegant, but it did show how to squeeze the
most out of a set of simpler algorithms. And the field has
learned that lesson well. The field has remained enlarged,
with ever more technical approaches to recommendation
in place (many of which are proving useful to more com-
plex situations) and with an explosion of industry impact
as well.
From the human-centered perspective, the Netflix Prize

was a disaster out of which great things bloomed. It was a
disaster in that all of this magnificent talent was brought
to bear on a problem that is largely irrelevant to users. The
Netflix Prize was about optimizing the RMSE (root mean
squared error) of predictions from a withheld set of user
ratings. The closer the algorithm is to accurately predict-
ing those ratings, the better their score. But let’s consider
why this might not be the most useful metric (and in turn
why it may be that Netflix never chose to replace its own
algorithms with the winner).
For Netflix, the most important question is which

movies to show to a user, and whether the movies shown
are likely to lead to the user selecting amovie towatch. The
Netflix Prize accuracy measure fails to deliver on this most
important question in three ways: (1) All of the movies
being evaluated are ones the user has already watched;
except in rare circumstances, one would want to see rec-
ommendations for new content the user had not already
seen. (Of course, this is a fundamental challenge of offline
evaluation; you can’t evaluate new items without deliver-
ing those items to users.); (2) The RMSE metric weighs all

predictions equally. An improvement in the accuracy of
predicting a low-ranked item helps the score just as much
as an improvement on a top-ranked item. But for Net-
flix, this clearly isn’t true. It is not important to be able
to predict just how much you dislike a particular movie,
just that you dislike it. But it may make a big difference
whether something is in your top 3 vs. your top 20, since
there may not be screen space to show all 20. (This is
very similar to search; order of items on the 20th page
of search results does not matter as much as on the 1st
page.) This is a problem with the metric chosen. Other
metrics can do a better job focusing on top items (top-k
precision, normalized discounted cumulative gain, mean
average precision, etc.); (3) User preferences are contex-
tual. Recommendations should consider the context in
which the user is watching. Someone who just finished
a sci-fi trilogy at 3 in the morning may be less likely to
want anothermulti-movie series (and indeed,may not find
that this is a good time for a documentary). The Netflix
Prize task was entirely devoid of context, but modern com-
mercial recommender systems are generally quite context
rich.
Or to put it more bluntly, evaluating an algorithm

based on how well it can predict what users have already
done (but is hidden) selects for algorithms that produce
some of the worst possible real-world recommendations–
recommendations for items the user has already seen or
experienced. Andmore generally, for itemsmost similar to
the ones the user has already experienced, in other words,
conservative and boring recommendations. This realiza-
tion brought us back to the complaints that had been raised
when MovieLens switched to item-item – the recommen-
dations became less bold. One of the significant strengths
of user-user nearest neighbor collaborative filtering was its
ability to recommend an item strongly based on a single
neighbor’s top rating (this is also what could cause it to
make terrible recommendations at times!).
The effects of the Netflix Prize were felt right away. Not

only did many people flood into the field, but they pro-
duced a flood of research papers presenting small improve-
ments to recommender systems (usually evaluated based
on RMSE) with the argument that even small improve-
ments are significant because ensemble algorithms will be
able to squeeze out the most from each improvement. The
first ACM Recommender Systems conference in 2007 had
120 attendees and 16 papers – four on interaction and user
issues, four on trust and privacy, four on core collaborative
filtering algorithms, and four on machine learning algo-
rithms (half focused on user issues as well). By 2009 the
conference had over 300 attendees and only two out of 24
papers that focused primarily on user issues.
The response was also quick. Those committed to

human-centered recommender systems research and
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practice organized workshops, promulgated best practices,
taught tutorials, conducted studies, and started actively
working to ensure that recommender systems were not
simply “yet another machine learning problem” to be
solved by people with no idea what recommender sys-
tems were actually used for in practice. Some exam-
ples of the work of this period include: McNee et al.
made the case for how accuracy metrics have hurt rec-
ommender systems (2006a) and presented an analyti-
cal model for human-recommender interaction (2006b)
that maps users to recommender algorithms through a
set of human-recommender interaction pillars (dialogue,
personality, and task) and a set of associated metrics;
Ge et al. (2010) more formally developed measures of
coverage and serendipity, showing how the field could
move beyond accuracy in quantitative evaluation; Pu et al.
(2011, 2012) developed and disseminated a state-of-the-art
framework for user-centric evaluation of recommender
systems, looking at the usability, usefulness, interface and
interaction qualities, user satisfaction, and influence of
the above on user behavioral intentions. This model bor-
rows an approach based on validated survey instruments;
Knijnenburg et al. (2011, 2012) developed a framework
for evaluating the user experience of recommender sys-
tems through a set of subjective system aspects and expe-
rience constructs. This model was validated using field
trials and analyzed with structural equation modeling
to provide a greater focus on understanding the aspects
of recommender systems that lead to particular user
experiences.
And at amore detailed level, researchers took a new look

at the wide range of factors within a recommender system.
Several researchers looked at ratings and rating scales.

Amatriain et al. (2009) looked at the natural noise in
user ratings, showing how strategic re-rating can be
even more useful than obtaining new ratings on unseen
items. Sparling and Sen (2011) studied the time, cog-
nitive effort, and user satisfaction of four different rat-
ings scales. Kluver et al. (2012) built on that study and
took an information theoretical approach to understand
how much information about user preference was cap-
tured for each rating of different scales. Building on early
systems (such as the Zagat Guides, where users sepa-
rately rate food, decor, and service) researchers explored
the utility of multi-criteria ratings. Adomavicius et al.
(2011) provide a review and framework, including algo-
rithms for incorporating multi-dimensional ratings into
recommender systems producing a single ranking or pre-
diction. Fuchs and Zanker (2012) studied TripAdvisor’s
multi-dimensional ratings and found that while the seven
specific rating dimensions captured most of the signal of
the overall rating, the individual weights varied with cus-
tomer segment.

Extensive research also explored context-aware recom-
mendation. While this thread started with early work
on tourism recommendation (recommendations based on
where you are, what time it is, current weather), it soon
broadened to consider numerous factors including infor-
mation about who else is present, what activities the user
is carrying out, etc. Adomavicius et al. (2005) explains the
core multidimensional approach for context-aware recom-
mendation. Such context-awareness has been amajor topic
in the field ever since.
Several efforts have also been made to address the user

cold start experience. Rather early, Rashid et al. (2002)
explored the question ofwhich items users should be asked
to rate as part of start-up (a balance between entropy and
popularity, so as to have informational value but not be
frustrating) and McNee et al. (2003) explored the trade-
off between user-directed and system-directed initiation
(user-directed takes more time, but also created greater
satisfaction and loyalty). Since then, however, the idea of
prompting users for a list of ratings fell into disfavor. Com-
mercial sites generally started with generic or stereotyped
profiles rather than risk losing a customer, and would then
build those profiles from implicit data. Vig et al. (2009)
showed how tags–data that many users provide as part of
social interaction–could be used as a form of preference
indication, indeed finding tag-based algorithms to outper-
form rating-based ones. Chang et al. (2015) took a differ-
ent approach, evaluating interfaces where users express
preference for clusters of content–a process that does not
require finding individual items the user can rate. They
found high satisfaction and half the start-up time of tradi-
tional item rating. Similarly, Graus and Willemsen (2015)
studied choice-based preference elicitation as an alterna-
tive for initial ratings. They found that users could navi-
gate through a series of choices structured along the latent
feature dimensions of the item space.
All this time, the core algorithms of recommender sys-

tems continued to evolve. Item-item correlation mostly
gave way to latent-factor models (Koren et al. 2009). These
models started as an attempt to factor the ratings matrix
(which of course, was highly sparse) but quickly evolved
to simply estimate the underlying dimensions (and associ-
ated vectors for each user and item). Through various opti-
mization techniques (gradient descent, alternating least
squares) we found good approximations thatmodeled only
the present ratings. Other researchers focused on the chal-
lenge that rated items are not chosen at random and devel-
oped algorithms to address these selection effects. And
while latent factor models are still highly prevalent, other
machine learning approaches (including neural network
approaches, reinforcement learning, and the full suite of
machine learning approaches) are now being applied to
recommendation.
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TODAY AND BEYOND: TOWARDS A
UNIFIED FIELD (2017)

As we look at recent years, the field of recommender sys-
tems has been driving towards consensus. The combina-
tion of research and industry experiences has made it clear
that accuracy alone is not enough. Nor is it sufficient to
carry out isolated user studies. Rather, as a field we know
we need frameworks to bring together human-centered
recommender systems research with the best machine
learning algorithms to achieve scalable, efficient human-
centered recommender systems.
This holistic approach was articulated in Ferro et al.

(2018), the result of a cross-disciplinary workshop bring-
ing together researchers in information retrieval, rec-
ommender systems, and natural language processing to
explore how tomove those fields towardsmore predictable
performance. The end result was an end-to-end model,
much like McNee’s HRI model but more general, that
linked measurable outcomes to properties of algorithms
and of users/tasks/data. Key to that model is a set of inter-
mediate variables (some not observable) that can be iden-
tified through research (or perhaps, 1 day through suffi-
ciently rich machine learning).
Several examples of such next-generation approaches

have emerged in recent years, and many more are on the
near horizon:

Understanding non-selection as an input. Zhao et al.
(2018b) builds a rich model for interpreting user’s
failure to select a recommended item. Starting with
eye-tracking analysis to better understand the likely
scan order on the screen (Zhao et al. 2016), the
work then incorporates survey data, estimates of
familiarity, and the context of recommendation to
predict whether this recommendation should be
repeated again soon or suppressed for a while.
Finally, Zhao et al. (2019) test incorporating this
non-selection data intomachine learningmodels to
evaluate the performance improvements.

Modeling user perceptions of algorithmic differences.
Ekstrand et al. (2014) conducts an extensive user
study of recommender algorithms to understand
how users perceive their performance (against
objective measures), including dimensions of accu-
racy, diversity, novelty, personalization, and overall
satisfaction. The work builds a structural equation
model showing the surprising result that excessive
novelty actually hurts satisfaction. More generally,
themodel shows the factors that should be included
in an analysis of algorithm performance. This work
was followed by a field study (Ekstrand et al. 2015)
that confirmed that users given the choice to choose

their own algorithm actually select the algorithms
identified by the model.

Understanding choice overload. Building on an exten-
sive literature on choice overload (essentially, the
seeming contradiction that people are made less
well off by having additional choices), Willemsen
et al. (2016) studied choice overload in the con-
text of recommender systems. They looked in par-
ticular at the question of whether the diversity of
items recommended affected the effort required to
make a choice; they found both that more diverse
lists removed effort and that diversity led to higher-
satisfaction choices, which were not always the
highest-scoring choices.

Machine learning for different objectives. Zhao et al.
(2018a) showed how machine learning recom-
menders can be designed to meet different objec-
tives; in particular, they showed that a recom-
mender built to optimize for user engagement
(rather that predictive accuracy) leads to recom-
mendations that increase subsequent user engage-
ment (compared with predictive accuracy recom-
menders). Wen et al. (2019) similarly showed how
to improve performance by incorporating post-click
data into post-click-aware ranking metrics.

Broadening interaction. While off-line analysis may
have steered the field away from interaction, the
future clearly involves much more thoughtful
design and evaluation of interactive interfaces for
recommendation. Jannach et al. (2020) surveys
conversational recommender systems, informed by
the recent booming of chatbot interaction.

This path seems highly promising. The future of
human-centered recommender systemswill depend on the
following key factors: (a) Good human-centered science
to understand how people make decisions, express judg-
ments, and otherwise take on tasks related to recom-
mendation (consider as an example Rook et al. 2020,
a detailed three-factor study of user engagement); (b)
ongoing advances in machine learning that allow us to
digest increasing amounts of user data, item data, pref-
erence data, and context data in an effort to product
high-quality recommendations; (c) continued research on
real applications that allow us to have data that incor-
porates diverse contexts including interaction modalities
(voice/audio vs. text vs. visual interaction) and decision
nature (health/habit, low- vs. high-stakes, etc.); (d) real-
ization that even as such advances lead to better recom-
mendation, the field still must continue to adopt rigorous
methods for evaluating the user experience and user sat-
isfaction, such as the structural equation modeling exam-
ples we noted; and (e) metrics and measures that allow
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the scientific findings to be translated into a form that the
machine learning systems can ingest, process, and opti-
mize for.
We believe this future is already being created and will

continue to push forward the advancement of human-
centered recommender systems.
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