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Abstract

State-backed platform manipulation (SBPM) on Twitter has
been a prominent public issue since the 2016 US election
cycle. Identifying and characterizing users on Twitter as be-
longing to a state-backed campaign is an important part of
mitigating their influence. In this paper, we propose a novel
time series feature grounded in social science to character-
ize dynamic user networks on Twitter. We introduce a clas-
sification approach, motif functional data analysis (MFDA),
that captures the evolution of motifs in temporal networks,
which is a useful feature for analyzing malign influence. We
evaluate MFDA on data from known SBPM campaigns on
Twitter and representative authentic data and compare per-
formance to other classification methods. To further leverage
our dynamic feature, we use the changes in network structure
captured by motifs to help uncover real-world events using
anomaly detection.

Introduction
Since the 2016 election cycle, state-backed platform manip-
ulation (SBPM) has been a prominent and increasingly im-
portant issue in international affairs—specifically, how state
actors manipulate social media (Guo and Vosoughi 2020;
Zannettou et al. 2019). Social media has been used by gov-
ernments to promote agendas, spread disinformation, and di-
vert narratives in an effort to influence or manipulate public
opinion domestically and abroad.

As a result of recent nation state behavior, the detection
and characterization of such actions is essential as part of
strategic decision making. Since 2016, the social media plat-
form Twitter has released user, Tweet, image, and video
data from various SBPM campaigns originating in Russia,
Iran, Venezuela, and other countries. These campaigns have
demonstrated platform manipulation with varying levels of
coordination. While analysis of individual users is useful,
higher levels of coordination suggest this approach is inad-
equate. Thus our analysis focuses on network-level analysis
to detect and characterize malign influence campaigns.

We represent Twitter users as nodes and their replies to
each other as edges in a temporal network, which is used
to characterize dynamic groups of users engaging in SBPM
on social media. We characterize temporal networks using
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motifs, which are subnetwork patterns that repeatedly occur
in a network. Motifs provide a useful way to calculate the
“moments” of a network (Maugis, Olhede, and Wolfe 2017).
Specifically, motif counts provide numerical summaries of a
network, which can be used as features for classification or
other analyses.

There are two main contributions of this paper. First, we
develop a novel feature that uses motifs to describe the evo-
lution of temporal networks. This feature provides a frame-
work to study SBPM networks on Twitter. Second, we ap-
ply this feature to two problems: first to the classification
of SBPM networks, and second to uncovering news events
through anomaly detection on SBPM networks; finding that
SBPM networks appear to have distinct evolution from au-
thentic networks, and that there is a potential relationship
between our feature and the occurrence of real-world events.

Methods for network level classification generally use
subgraph embedding (Cangea et al. 2018; Hamilton, Ying,
and Leskovec 2018). However, the classification of SBPM
networks is not well explored, and the optimal features for
classifying SBPM networks are not well understood. Our
analysis has found the use of static features such as nodes,
edges, and density to classify SBPM networks to be in-
adequate. To motivate our approach, we leverage the idea
that the evolution of networks differs when they are used to
spread misinformation (Juul and Ugander 2021), which is
a common tactic of SBPM campaigns (Friggeri et al. 2014;
Vosoughi, Roy, and Aral 2018). This difference can manifest
in the structure of the network summarized by network mo-
tifs. We specifically consider motifs that characterize cen-
tral network structure, which we hypothesize is a useful per-
spective for SBPM networks. To study this, we summarize
temporal motif counts with a matrix, and then perform clas-
sification to analyze the difference between SBPM and non-
SBPM data in terms of central network structure. Moreover,
temporal motif counts provide us with a real-time view of
dynamic networks. This leads us to perform time series anal-
ysis, namely anomaly detection to detect real-world events.

Looking more broadly, social media networks are also
studied in anthropology, economics, psychology, and polit-
ical science. These fields have explored the various mech-
anisms involved in communicative behavior online. From
anthropology, the concepts of identity (Mach 1993), power
(Wolf 1999), and reciprocity (Mauss 2002) are used to ex-
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plain the social behavior of individuals, specifically the no-
tion that there is intangible value attributed with acts of of-
fering service to others. This is used to help explain the
motivation of behavior of communities online (Skageby
2010). For example, Chakrabarti and Berthon (2012) de-
scribe the goal of social media influencers to provoke desired
responses from individuals by eliciting various emotions. An
example from their paper was user backlash on Facebook
from Nestlé’s response to allegations of environmental harm
through their use of palm oil. The backlash manifests as a
change in engagement toward Nestlé, which highlights the
effect of influencers on dynamic social networks. This sup-
ports our use of dynamic network features in understanding
the effect of influence campaigns. This in turn can help at-
tribute tangible phenomena to the intangible value of reci-
procity online.

Behavioral economics often studies irrational behavior in
decision making; for example, individuals act on their bi-
ases when exchanging social currency (Thaler 2016), such
as the tendency of individuals to organize in like-minded
groups (Knobloch-Westerwick, Mothes, and Polavin 2020).
This supports the tactic of SBPM users arranging themselves
in distinct groups to target corresponding groups of users
(Linvill and Warren 2020). Linvill and Warren (2020) also
reveal varying behavior across groups, in part demonstrated
by their behavior over time. This suggests dynamic network
features support the differentiation of groups of SBPM users
online.

There are also political motivations for the use of social
media. For example, Nye (2002) discusses the notion of soft
power and how it helps to explain the motivation of state-
sponsored influencers associating with or impersonating re-
liable sources of information, while Moghaddam (2005) dis-
cusses the impact of radicalization and how it gradually in-
doctrinated individuals to commit various offenses. In the
online space, Gill et al. (2017) found groups of extreme-
right-wing individuals were over four times more likely to
use the web to prepare for attacks than Jihadist-inspired in-
dividuals. This highlights the increasing utilization of the
web by extremists, and the opportunity afforded to state-
backed actors to target these individuals. Gill et al. (2017)
also suggest an increased focus of intervention on tools for
radicalization, in contrast to the portrayal of radicalization
itself. The increasing role of the web in the gradual radi-
calization of individuals can benefit from studying temporal
SPBM networks that often engage in radical messaging.

Related Work
Analysis of SBPM Data
There are a wide variety of existing analyses of SBPM
data from Twitter. Most analyses focus on user-level anal-
ysis, i.e., the analysis of individual users or their content.
Such analyses use user-level information for classification
(Badawy, Lerman, and Ferrara 2019; Ferrara 2017), to clas-
sify Russian trolls using text (Ghanem, Buscaldi, and Rosso
2019), to construct behavioral attributes for Russian troll
classification (Luceri, Giordano, and Ferrara 2020; Alhazbi
2020), to study the changes in platform usage behavior

(Badawy, Lerman, and Ferrara 2019; Bail et al. 2020; Linvill
and Warren 2020), or to combine different features for clas-
sification (Im et al. 2020). Other methods focus on features
such as network structure over time (Badawy et al. 2019),
the comparative numerical attributes of a Russian troll net-
work (Stewart, Arif, and Starbird 2018), or influence detec-
tion through a stochastic process model (Zannettou et al.
2019).

The analyses mentioned thus far use a limited amount
of SBPM data, primarily from Russia and Iran. Since there
have been a variety of countries involved in SBPM in re-
cent years (e.g., Venezuela and Bangladesh), we believe that
there is a need to expand the data used to characterize SBPM
behavior. Indeed, text, behavior, and networks vary across
campaigns from different countries (Bradshaw and Howard
2017; Woolley and Howard 2017, 2018; Beskow and Car-
ley 2020; Vargas, Emami, and Traynor 2020; Alizadeh et al.
2020). Thus, there is a concern that the classification ap-
proaches mentioned so far would have difficulty in main-
taining their performance with newer data or across different
campaigns.

Badawy, Lerman, and Ferrara (2019) address this issue
directly, discussing how their limited training data is prob-
lematic for classification on a wider set of users. One short-
coming they identify is that liberal users are not studied as
thoroughly because the Russian campaigns did not target
them. Such examples illuminate the difficulty that comes
with understanding SBPM campaigns. In addition, there is
a limitation in identifying users in comparison to the iden-
tification of coordinated groups of users engaging in a ma-
lign campaign. Indeed, there are instances where individual-
level classifiers are inadequate in discovering platform abuse
(Grimme, Assenmacher, and Adam 2018).

Badawy, Lerman, and Ferrara (2019) also study the cen-
trality (or relative importance) of users in SBPM networks
over time, which has similarity to our work in that we study
the structural attributes of SBPM networks as a whole. If
SBPM users have unique temporal network attributes, it sup-
ports our hypothesis that SBPM networks have distinct dy-
namics with respect to central actors compared to authentic
networks.

For exploratory network-level analysis, Linvill and War-
ren (2020) considered three different edge types from Inter-
net Research Agency Twitter data, while studying six dif-
ferent manually labeled categories of users based on their
political affiliation and behavior. They show that users tend
to communicate more strongly with others from the same
category. However, they provide no classification analysis
of network data.

Classification of SBPM Campaigns There is little work
on the classification of SBPM data at the network level. Var-
gas, Emami, and Traynor (2020) analyzed 10 strategic infor-
mation operations (SIO) campaigns (which we call SBPM)
from Twitter. Instead of focusing on classifying SIO cam-
paigns, they focused on classifying SIO-like activity, a more
narrow target than ours. They calculate network statistics
from six different edge types, then concatenate them to-
gether. They split the data by two different periods to predict

316



future SIO-like activity. They also perform classification of
campaigns as a whole. However, they have difficulty with
the Twitter data having varied behavior within and across
campaigns. In addition, their large feature set may make
their model prone to over-fitting.

Alizadeh et al. (2020) look at Tweet-based features to
identify campaigns using Russian, Chinese, and Venezuelan
SBPM data, and they use period-splitting similarly to Var-
gas, Emami, and Traynor (2020). Martino et al. (2020) dis-
cuss detecting coordinated, inauthentic activity using binary
classification, and they highlight the issue of using poten-
tially outdated data from bots or campaigns (e.g., the work
of Cresci et al. (2017) with bots). Their work also notes that
recent approaches tend to either explore different classifica-
tion targets or simply avoid classification in favor of unsu-
pervised learning. Pacheco et al. (2021) studied classifying
coordinated behavior from a Hong Kong protest dataset, as
opposed to identifying SBPM directly.

Vargas, Emami, and Traynor (2020) is most similar to our
approach, in terms of the breadth of datasets used and per-
forming network classification. However, their method only
studies SBPM networks from a static perspective. By using
time series features, we can study SBPM campaigns from a
dynamic perspective, and in our case perform anomaly de-
tection.

Anomaly Detection in Social Media
There is increasing interest in linking anomalous events in
social media data to real-world events, and anomaly detec-
tion is a common method used for this task. Anomaly detec-
tion can be viewed as the problem of finding observations
that are outliers with respect to the generative parameters of
a time series. This may include parameters associated with
the mean or covariance function of a time series.

In addition to the algorithms used for anomaly detection,
the features constituting the time series data are also im-
portant for this problem. Social media attributes that have
been used include friend groups (Fire, Katz, and Elovici
2012), text topics (Lauschke and Ntoutsi 2012), replies and
retweets (Takahashi, Tomioka, and Yamanishi 2014), key-
words, Tweet counts, and mentions (Takahashi, Tomioka,
and Yamanishi 2014; Hendrickson et al. 2015), and revenue
per engagement (Zhang et al. 2015).

More generally, various attributes of dynamic networks
have been used to detect anomalies. Attributes include
anomalous groups within the network (Miller, Arcolano,
and Bliss 2013; Mongiovi et al. 2013; Yu, He, and Liu
2015), network scan statistics (Cheng and Dickinson 2013;
Neil et al. 2013), magnitude of network similarity measures
(Bunke et al. 2007; Rossi et al. 2013), simple network statis-
tics (Kendrick, Musial, and Gabrys 2018), or a probabilistic
model (Heard et al. 2010; Bhamidi, Jin, and Nobel 2018).
Descriptive surveys of anomaly detection are provided in
(Savage et al. 2014; Akoglu, Tong, and Koutra 2015; Ran-
shous et al. 2015; Yu et al. 2016).

Motifs have a distinct role in detecting anomalous net-
work activity. Namely, the 3-path and 4-star motifs that we
analyze are related to centrality characteristics within the
network. If counts of these motifs increase, then it suggests

increased engagement to and from central actors. Thus if an
event occurs in the real world, it can coincide with an in-
crease in 3-path and 4-star motif counts.

Data
Twitter
For the classification problem, our data fall into two classes,
which we label inauthentic or SBPM and authentic. For in-
authentic data, since 2016 Twitter has collected and peri-
odically released content from accounts they have associ-
ated with SBPM1. According to Twitter, accounts tagged
this way were involved in platform manipulation that they
can reliably attribute to a government or state-backed actor,
which violates their terms of service. Examples of platform
manipulation under their policy include inauthentic promo-
tion of users or content, influencing conversations through
the use of coordinated fake or real accounts, or coordination
that violates Twitter rules2. From the data released by Twit-
ter, we use a purposive sample of nine datasets attributed to
the Internet Research Agency, Russia, Iran, Venezuela, and
Bangladesh since 2018. These data include Tweets, users,
photos, and other media, along with their metadata. In total,
150,046 users are contained in our SBPM data.

We use three sources for the authentic Twitter data. First,
we pull a random sample of Twitter. This data allows us to
compare SBPM data with a representative sample of Twit-
ter conversations. However, since authentic campaigns often
exhibit behaviors similar to SBPM, such as high levels of
coordination, we over-sample data around highly advertised
events. Using BrandWatch’s (formerly Crimson Hexagon)
proprietary algorithm, we collected data around the Night of
too Many Stars television event and the 2020 NBA All-Star
game. In total, 107,564 users are contained in our authen-
tic data. We note the possibility that there are SBPM users
or SBPM activity contained within the authentic data. How-
ever, we expect this data to be dominated by authentic activ-
ity.

We use a developmental tool, Social Sifter (Johnston,
Watts, and Younce 2020), that analyzes coordinated SBPM
campaigns using a variety of machine learning models. The
tool is used to query Twitter to retrieve authentic data that
match the topics of discussion in the SBPM data. We per-
form 40 queries from this source to supplement the authentic
data from other sources. The querying process is described
in more detail in the following section.

Organization by Topic We aim to control differences be-
tween our data that might impact the development of our
classification algorithm. One relevant difference arises from
differences in the topics under discussion. To mitigate po-
tential bias from differences in network structure between
dissimilar topics, we pulled authentic data with similar top-
ics to those contained in the SBPM data.

1https://blog.twitter.com/en us/topics/company/2018/enabling-
further-research-of-information-operations-on-twitter

2https://help.twitter.com/en/rules-and-policies/platform-
manipulation
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To construct a topic network, we first identify the top key-
words from each SBPM dataset, excluding stop words. Each
keyword corresponds to a topic. Next, the top topics are used
to query the SBPM and authentic data. First, we query the
Tweets for the topic by matching text. Then, the 100 most re-
cent Tweets are pulled from the users contained in the initial
query. This two-step process produces the topic network. If
a topic is not present in authentic data from the random sam-
ple or BrandWatch, we use Social Sifter to query the topic
on Twitter. Note there may be multiple networks belonging
to a topic.

The training data contains the following topics from
both SBPM and authentic sources, translated here from
their original language: Khaleda Zia, @banglanews24com,
Colombia, Israel, Obama, Pakistan, police, #releasethe-
memo, @rt russian, Trump, USA, Ukraine, Pakistan, Ro-
hingya, election, Russia, @nicolasmaduro, @forocandanga,
Chávez, Clinton, France, Holland, Iran, ISIS, Korea, and Im-
ran Khan. In total, there are 27 authentic and 25 SBPM train-
ing networks.

The testing data contains the following topics for authen-
tic networks, again translated from their original language:
Twitch, QAnon, fortnite primal, #EGE2021 (standardized
exam in Russia), Atletico MG (soccer team), Blackrock,
data science, NCSU, Netanyahu, recipes, a port accident in
Taiwan, #serverless, #CoronaFromUSA, and @ArmsWatch.
For SBPM networks we use the following topics: MAGA,
Islamic, Trump, Islam, @ArmsWatch, #impeachmentback-
fire, #CoronaOutbreakInIranIsUnderControl, and #Coron-
aFromUSA. In total, there are 12 authentic networks and 13
SBPM networks in the testing data.

We construct the networks used in Section as follows.
We first extract the timestamp and text of Tweets, as well
as the replied to user(s) if they exist. This yields a list of
edges composed of the author of the Tweet and the users
replying to the Tweet. The edge list is used to construct the
temporal network, with duplicate and self edges dropped.
In our early analysis, we found that retweet network data is
very limited in the SBPM data. As such, we do not analyze
retweet networks in this paper.

Pre-processing
Once we have topic networks, additional processing is per-
formed to prepare the data for classification and anomaly
detection. The format of the data provided by Twitter and
the Twitter API is tabular. We first query the ID, username,
timestamp, and text of each Tweet. Any reply users are
parsed from the Tweet text. Any Tweets that contain a miss-
ing ID, username, timestamp, or text are excluded from our
analysis. We remove 16 Tweets from this step.

Normalizing Motif Counts Since there are a variety
of sizes and densities of reply networks engaged in state-
sponsored influence, we normalize motif counts to reduce
their dependence on network size and density using a quan-
tity that depends on both of these factors. LetG be a network
with n nodes and k edges. Let M be a motif with m nodes
and ` edges, and let Cm denote the complete network on m
nodes.

Figure 1: Scatterplots comparing node count and motif
count for training reply networks. On the left, no normaliza-
tion is applied to motif counts. On the right, density-based
normalization is applied.

Define the density-based normalization as

DBN(G,M) =

(
n

m

)
|iso(M,Cm)| p`, (1)

where p = k/
(
n
2

)
is the density of G, and |iso(M,Cm)| is

defined in Equation 3. This is the number of motifs that we
would observe under the network model of edges appearing
uniformly at random, given the density of the network.

Figure 1 plots motif counts against network size in nodes.
This shows the effect of normalization on motif count with
respect to network size. Normalized motif counts grow lin-
early with the number of nodes, allowing for easier com-
parison of networks of varying sizes and densities. Note
there still exists a dependence between network size and mo-
tif count after normalization, because networks can deviate
from the null model in (1). We also note the fork pattern
in both the normalized and non-normalized data, which is
likely due to the different network densities in the training
data.

Motif Functional Data Analysis Classifier For classifi-
cation analysis, we have an additional pre-processing step.
For a set of Tweets belonging to a particular topic and
dataset, we split the data by varying time period lengths to
augment the training data and leverage an ensemble method.
To allow for a sufficient number of data points to apply the
spline learning algorithm in Section , we drop periods with
fewer than 14 Tweets overall. Due to the computational cost
of counting motifs at multiple time points over many net-
works, we truncate periods to the first 1000 Tweets overall.

Anomaly Detection The CAPA anomaly detection algo-
rithm requires additional processing of our data. One re-
quirement is that observations are spaced evenly in time. To
impute missing values, we fill days with no Tweets using
linear interpolation. Another assumption is that the data are
stationary in mean and variance. To remove the mean trend,
we use a Savitzky-Golay filter (Savitzky and Golay 1964).
To remove the variance trend, we perform a Box-Cox trans-
formation, with parameter fitting done for each topic dataset
(Box and Cox 1964) using the Python package scipy (Virta-
nen et al. 2020).
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Figure 2: Visualizations of the two network motifs we con-
sider, the 3-path, and 4-star. High occurrences of these mo-
tifs indicate a high amount of interaction around central ac-
tors in a network.

3-path 4-star
Authentic SBPM Authentic SBPM

count 895 1718 895 1718
mean 214 1640 2564 44823
std 674 2332 30763 100644
min 0 1 0 0
25% 11 214 4 680
50% 98 695 158 3776
75% 276 1840 632 24790
max 12858 14878 659398 848046

Table 1: Summary statistics of motif counts for weekly
period-based reply network data.

Methods
Network Motifs
A network motif is a sub-network or pattern. Figure 2 shows
the two types of motifs we consider in our analysis, which
are the 3-path and 4-star. Motifs represent micro-network
interactions between users on social media, where nodes
represent users, and edges represent some kind of interac-
tion, like a reply or retweet. Figure 3 gives an example of a
Twitter thread containing a 3-path motif from Figure 2. The
user Karen authors a Tweet, which prompts replies from two
other users. Treating their replies as edges yields the 3-path
motif. In general, motifs are not constrained to come from a
single thread.

In our early analysis, we explored using all 3- and 4-node
motifs. We found that the 3-path and 4-star motifs had the
largest presence in our data. In addition, the other 3- and
4-node motifs had a considerably low presence (several of
them are non-existent in many of the networks in our data).
To allow our method to generalize to a wider variety of net-
work sizes and densities, we use only the 3-path and 4-
star motifs. Also, we do not consider motifs with five or
more nodes since our training data contains relatively few
in number compared to 3- and 4-node motifs. Since we split
the data by period for some of our analyses, we provide
summary statistics on the count of 3-path and 4-star motifs
observed each week. Table 1 provides summary statistics
for these data grouped by label. The scale of motif counts
appears to differ between SBPM and authentic networks,
which supports the use of normalization in Section .

We now formally introduce motif counts. First, let G be
the set of simple undirected networks, where a simple net-
work G ∈ G is defined as a tuple (VG, EG) with vertex set
VG and edge set EG. We will assume that, for each G, the
edges of G have time stamps {xt : t ∈ EG}. For ease of

Figure 3: A thread of three users from Twitter demonstrating
how a motif is formed. Karen’s initial reply to Daniel pro-
duces an edge. Daniel further replies to Karen, but this does
not add an edge since one already exists between the two.
Spencer’s reply to Karen produces another edge, so a 3-path
motif is formed.

exposition, we will assume that these {xt} are ordered, i.e.,
x1 ≤ x2 ≤ · · · ≤ x|EG|. We formally define a motif as a
simple networkM , with number of vertices small compared
to the vertices in G. Multiple copies of M may appear in the
networkG. More specifically, we count the number of edge-
preserving isomorphisms fromM toG. Denote hom(M,G)
as the set of edge-preserving homomorphisms fromM toG,
i.e.

hom(M,G) = {f : (x, y) ∈ EM ⇒ (f(x), f(y)) ∈ EG}.
(2)

Define the equivalence class

iso(M,G) = {hom(M,G) : f ∼ g ⇔ f(M) = g(M)}.
(3)

The motif count of M is defined as |iso(M,G)|. Using the
equivalence class ensures that we do not count a motif mul-
tiple times if over the same set of nodes.

To count motifs in a network in G, we take as input the list
of degrees of each node. For each node i and its degree di in
the list, we compute the quantity

(
di

2

)
. This is the number of

3-path motifs centered at the given node. Summing over the
motif counts of each node, we get the number of 3-path mo-
tifs for the network. Similarly for 4-star motifs, the quantity(
di

3

)
is computed at each node.

To analyze the complexity of our method, consider G ∈
G. Provided an edge list, we can read it in to compute the de-
gree of node, which requires |EG| iterations. We then com-
pute the quantities

(
di

2

)
and

(
di

3

)
for each node i and sum,

requiring an additional |VG| iterations. Thus the total com-
plexity is O(|EG|+ |VG|).

For our analyses, we are given data in the form of the net-
works G1 . . . , GN ∈ G and associated labels Y1, . . . , YN ∈
{0, 1}, where a network is labeled “0” if it is authentic and
“1” if it is inauthentic. Define {x(i)t } ⊂ {1, 2, . . . } as the set
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of ordered timestamps for Gi. Using {x(i)t }, we further split
each network into time periods of equal length. Let the set of
periods {P (i)

1 , . . . P
(i)
`i
} be a contiguous partition of {x(i)t },

where `i is the number of periods inGi, i ∈ {1, . . . , N}. For
network i and j ∈ {1, . . . , `i}, denoteGij as the subnetwork
induced by {x(i)t ∈ E : t ∈ P (i)

j }.
For a motif M and each network Gij , we will construct a

time series. Let k ∈ P (i)
j , and denoteGijk as the subnetwork

induced by {x(i)t : t ∈ P (i)
j , t ≤ k}. Define the time series

sequence TS(M,Gij) of Gij as

TS(M,Gij) = (|iso(M,Gijk)|)
k∈P (i)

j
.

For convenience, we will denote TS(M,Gij)m =

(|iso(M,Gijk)|)m, where m ∈ P (i)
j . This represents the

number of motifs of type M in Gij at a given timestamp in
P

(i)
j . Each time series TS(M,Gij) will be treated as a single

data point for our analysis. In total, there areNtotal = ΣN
i=1`i

data points. Labels for subnetworks are inherited accord-
ingly, where, for each i = 1, 2, . . . , N we assign Yij = Yi
for all j ∈ {1, . . . , `i}.

Motif Functional Data Analysis Classifier
We describe our classification method based on temporal
motif counts. We initially considered gl2vec (Tu et al. 2019),
a recent off the shelf motif method. However, the motifs they
used had an extremely low presence in our network data,
which led to poor classification performance. We do not ex-
plore this method further in this paper.

Our classification approach first treats each motif count
time series as functional data. Using techniques from func-
tional data analysis, it then represents the functional data
in Euclidean space. We call this process Motif Functional
Data Analysis (MFDA). We use a generative additive model
(Hastie and Tibshirani 1986), implemented in the Python
package pygam (Serven et al. 2018). Suppose we have the
data TS(M,G11), . . . ,TS(M,GN`N ). We model each time
series TS(M,Gij)k using the linear model

E[TS(M,Gij)k] = β
(ij)
1 s1(tk) + · · ·+ β

(ij)
d sd(tk),

where s1, . . . , sd are B-spline basis functions. Note that
MFDA does not attempt to precisely model TS(M,Gij),
but rather perform dimension reduction of the time series
(Wang, Chiou, and Müller 2016); this explains the use of
real-valued basis functions even when TS(M,Gij) is inte-
ger valued.

The coefficient vector β(ij) is estimated using the follow-
ing procedure. Let

S(ij) =

s1(t1) · · · sd(t1)
...

. . .
...

s1(tk) · · · sd(tk)


be the data matrix. Let β̂(ij) be the minimizer to the objec-
tive function for the B-splines regression given by

‖TS(M,Gij)− S>β(ij)‖2 + λ(β(ij))>Pβ(ij),

where P is the P-spline penalty matrix (Marx and Eilers
1999) commonly used for spline regression, such that

(β(ij))>Pβ(ij) =
d∑

m=2

(β(ij)
m − β(ij)

m−1)2,

and where λ is a smoothing parameter. We choose λ and d
by cross validation.

Define X = [X11 · · ·XNNN
]> as the Ntotal × d covariate

matrix, where Xij = β̂(ij) is represented as a row vector.
Using this matrix with the corresponding label vector, we
can fit any off-the-shelf classifier. We use a random forest.
Given the learned classification model f̂ , then we can get a
classification score for network i with the simple ensemble

1

Ni

∑
j

f̂ (Xij) ,

which is what we use in our evaluations. Do note that as a
result of this ensemble, the choice of classification thresh-
old is not obvious. This motivates the use of a classification
metric in our evaluations that incorporates all thresholds.

To produce input data for the classifier, we first, for each
topic dataset, split the Tweets by period using timestamps.
For each period, we sort Tweets chronologically. For each
edge added to the network, we count the number of motifs
up until the time of the last edge. This produces a time series
of motif counts with time steps at each Tweet. Normalization
is then applied as described in Section . With the normalized
motif time series, we fit the spline model from this section.
The resulting coefficient vector and label are input into the
classifier.

Figure 4 visualizes part of the process, first plotting the
motif time series for a sample of weekly periods from one
of the topic networks. Motif counts are normalized using the
density-based normalization of Section . Time is scaled to be
between 0 and 1, where 0 corresponds to the first Tweet in
the period and 1 corresponds to the last Tweet in the period.
In the adjacent scatter plot, we apply the remaining steps of
the spline learning algorithm to the data to get spline coef-
ficient vectors. We then plot the first two principal compo-
nents.

Figure 4: Example of data processing used in Section for
Venezuelan Trump topic network. The plot on the left shows
density-based normalized motif time series computed from
the Venezuelan network discussing the topic of Trump. On
the right is a PCA plot of the spline coefficient vectors of the
same data.
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Anomaly Detection
For anomaly detection, we are given the same networks
G1, . . . , GN , but with a key difference from the classifi-
cation problem. We do not split the data as we are ana-
lyzing each dataset as a whole, which corresponds to the
time series data TS(M,G1), . . . ,TS(M,GN ). The CAPA
algorithm (Fisch, Eckley, and Fearnhead 2018) implemented
with the anomaly package in R (Fisch et al. 2020) first
models contiguous segments of TS(M,Gi) as normal dis-
tributions, where each segment has constant mean and vari-
ance. The number of segments are chosen through optimiza-
tion. Roughly speaking, we are looking for a collection of
time points {tk} in TS(M,Gi) such that the motif counts
TS(M,Gi)tk are outliers with respect to the variance of the
data distribution. The data and method we use to evaluate
anomaly detection is described in Section .

Evaluations
MFDA
There are five sets of features we compare in classification
performance, each of which is computed for each periodic
network. The first and second feature sets are composed of
the normalized and non-normalized MFDA matrices, as de-
fined in Section . Furthermore, for both the normalized and
non-normalized cases, three feature combinations are con-
sidered: the MFDA matrix computed from the 3-path mo-
tif, the matrix from the 4-path motif, and the matrices from
both motifs concatenated horizontally. The third feature set
is simply the normalized counts of the 3-path and 4-star mo-
tifs contained in the periodic network as a whole. We call
this feature set static motif since it does not utilize the tem-
poral information in the network like in MFDA. The fourth
feature set is composed of five simple network features: the
number of nodes, number of edges, number of components,
density, and transitivity of the network.

We also consider an outside approach, with a feature
set that is adapted from the coordination network features
outlined in Table 2 from the work of Vargas, Emami, and
Traynor (2020). They use networks different from reply net-
works, such as retweet networks. However, due to the lack
of retweets in our data, a plain implementation of their fea-
tures would be sub-optimal. Since we only consider reply
networks in this paper, we adapt their method by computing
their seven coordination network features on our network
data. We also note that they also perform period splitting for
the periods of one day and one week, but for a more direct
comparison to our method, we use the same periods that are
used in the previously mentioned feature sets.

There are nine different feature combinations in total. The
network data are split using three different periods: two
weeks, one week, and three days. Each type of feature is
computed for each time period, which yields 27 total fea-
ture matrices. Note that once data are split by, for example,
one-week periods, the order of those weeks is not consid-
ered when training the model. The same applies to the other
period lengths.

The classifier we use is a random forest model with the
Gini criterion, with the parameters 100 trees, three mini-

mum samples per leaf, and the remaining parameters having
the default values from scikit-learn (Pedregosa et al. 2011).
Section describes how the training and test data are cre-
ated. For each feature choice, e.g., normalized MFDA with
the 3-path motif, we train three models, one for each pe-
riod length. Feature matrices are similarly computed for the
test networks. For each test network, we produce a vector of
outputs from the random forest model. Finally, the vector el-
ements are averaged to produce a classification score for the
test network. As alluded to earlier, the classification evalu-
ation metric we use is the area under the receiver operating
characteristic curve (AUC), which allows us to consider all
thresholds of the classification score.

Table 2 shows the results of the analysis. Each cell con-
tains the AUC computed using the 24 classification scores
of the test networks. Overall, no feature combination per-
forms uniformly the best across all period lengths. Static
motif counts perform well when the period length is three
days, suggesting that its less complex feature set suffices for
smaller networks. The coordination network features per-
form well across all period lengths, in particular for one-
week periods. For MFDA, there is a clear benefit from
normalization when comparing its AUC scores to its non-
normalized counterpart overall. Also, using both motif types
in normalized MFDA leads to slightly more consistent per-
formance in comparison to using a single motif type. The
strength of considering multiple motif types is also reflected
in the AUC scores of static motif counts. Simple network
features appear to be inadequate for SBPM classification.

Figure 5 provides a closer look into the classification be-
havior from three leading feature combinations from Table
2: normalized MFDA using both motif types, static motif,
and coordination network. The figure contains box plots of
ensemble classification scores grouped by each true label
and feature combination, and this is repeated for the three
period lengths. Notice that the models trained on static mo-
tif and normalized MFDA features tend to score SBPM net-
works higher than the models trained on coordination net-
work features. On the other hand, models trained on coor-
dination network features tend to score authentic networks
relatively low. This suggests that models trained on coor-
dination network features will have a higher false negative
rate, whereas models trained on static motifs and normal-
ized MFDA features will have a higher false positive rate.
We view the latter quality as preferable for our context, as
more SBPM networks would be identified for further analy-
sis.

To study this quality further, for each of the three feature
combinations and the three period lengths, we compute the
maximum F2 score across all possible thresholds. The F2

score weights recall twice as much as precision compared
to the usual F1 score, which is more suitable for our con-
text. The F2 scores are in Table 3, which shows that given
their optimal thresholds, the performance of the three fea-
ture combinations becomes more comparable. In summary,
MFDA shows utility for SBPM classification, and validates
the presence of temporal differences between SBPM and
non-SBPM networks.

We conclude the classification analysis by briefly study-
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AUC Score
Feature Set 3 days 1 week 2 weeks

Non-MFDA
static motif 0.92 0.85 0.81

simple 0.40 0.52 0.60
coordination network 0.89 0.90 0.87

Normalized
MFDA
3-path 0.86 0.78 0.89
4-star 0.80 0.67 0.90
both 0.90 0.81 0.86

Non-normalized
MFDA
3-path 0.83 0.55 0.77
4-star 0.69 0.56 0.69
both 0.84 0.72 0.89

Table 2: AUC scores from random forest classifier trained
on various feature sets and period lengths.

F2 Score
Feature Set 3 days 1 week 2 weeks
static motif 0.89 0.85 0.87

coordination network 0.92 0.89 0.90
normalized MFDA, both 0.95 0.87 0.86

Table 3: Maximum F2 scores for three leading feature com-
binations from Table 2 and for each period length.

ing the time series component of MFDA, and specifically
by comparing features of motif time series between classes.
This provides us with a better understanding of what time se-
ries features are responsible for the performance of MFDA.
We first compute the normalized 3-path time series for each
topic network in the training data, as defined in Section . The
time series features we compute for each of the 52 training
networks are amplitude, maximum, minimum, mean, me-
dian, max slope, standard deviation, percent of data beyond
one standard deviation, maximum distance to the median,
number of local maxima, the Stetson K statistic, and the
sample skewness. Using the features from the 52 networks,
we perform a (two-sided) Mann–Whitney U test compar-
ing the ranking of SBPM and non-SBPM time series fea-
tures. Features corresponding to significant tests are listed
in Table 4. These features are the percent of time points that
are beyond one standard deviation of the data, the Stetson K
statistic (a robust measure of kurtosis), and sample skewness
(a measure of the symmetry of the time series values). The
median values of these three features are higher for SBPM
time series.

Anomaly Detection
A common way of evaluating anomaly detection is to com-
pare detected dates of anomalies to dates of events related
to time series data, where our time series data are calculated
from the training topic networks described in Section . Note
we identify dates of events before calculating anomalies. To

Figure 5: Box plots of ensemble classification scores
grouped by the true label and three leading feature combi-
nations from Table 2: normalized MFDA using both motif
types, static motif, and coordination network. This plot is
repeated for each of the three period lengths.

do this, we first identify the time periods spanned by each
of the topic networks. We then search each topic for major
news events within its respective time period, recording the
dates of each event. Of all the days across topic networks,
11% of them contain major events we recorded. This can be
thought of as the base rate of event detection if the dates of
anomalies are chosen at random.

With news events recorded, we then calculate the dates
of anomalies in the training topic networks using the CAPA
algorithm. To compare the performance of our approach for
anomaly detection against an existing approach, two types
of time series are calculated for each topic network. The
first type is normalized motif time series, constructed as de-
scribed in Sections and . The other type is constructed as
the cumulative counts of Tweets per day in the topic net-
work. Note the processing described in Section is applied
to both types of times series. We compare these approaches
to the base rate of detection. Figure 6 shows examples of
anomaly detection on the two types of time series data, with
the strongest anomaly marked in each time series. Notice
that for the Tweet count time series plots, the dates of the
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feature statistic p-value mSBPM
−mNSBPM

pct. beyond
1 std. 154 0.0061 0.14

Stetson’s K 145 0.0042 0.16
skew 87 <0.0001 1.45

Table 4: Two-sided Mann–Whitney U test of time series fea-
tures between SBPM and non-SBPM time series data. The
difference in medians between SBPM (mSBPM) and non-
SBPM (mNSBPM) is provided for reference.

strongest anomalies detected are near the end of their re-
spective periods. This pattern persists for other topic net-
works, and it is partly due to the Twitter query API prioritiz-
ing recent Tweets. By doing so, each network grows quickly
and thus evolves more rapidly toward the end of the period.
This again supports the use of normalization, which coun-
ters the effect of network size. For a more complete picture
in this evaluation, we consider the top ten anomalies from
each time series type, ranked by their p-values calculated
from the CAPA algorithm.

We now discuss how the dates of recorded events com-
pare to the dates of detected anomalies. With motif time se-
ries, three of the top 10 anomalies corresponded to events.
If matching is relaxed to include the next day, five of the
top 10 anomalies correspond to events. Using Tweet count
time series, only one of the top 10 anomalies corresponds to
an event. When including the next day, an additional event
is detected. This demonstrates favorable performance when
using motif time series in comparison to Tweet count time
series, as well as compared to the base rate. This suggests
a possible relationship between anomalous central network
structure captured by motifs and the occurrence of major
news events. This is additionally supported by the fact that
Tweet counts do not directly capture specific network struc-
tures, but simply the volume of network conversation.

Discussion and Conclusion
In this paper, we propose a novel motif time series feature,
grounded in social science theory, that provides a frame-
work to study dynamic SBPM networks. To investigate this
feature, we collected data from known SBPM campaigns
as well as authentic data that are representative and share
behavior with SBPM campaigns. Using MFDA, we can
achieve comparable AUC scores to the highest performing
alternatives. Our classification results support the hypothe-
sis that there are distinct temporal and structural qualities to
dynamic SBPM networks. Further taking advantage of our
temporal feature, we perform anomaly detection, achieving
superior performance in comparison to using Tweets counts.
Specifically, our findings demonstrate a potential link be-
tween changes in central network structure captured by the
motifs we use and the occurrence of newsworthy events. In
conclusion, motif time series provide a promising frame-
work to study SBPM, allowing for a variety of static and
dynamic analyses.

Figure 6: Time series plots showing an example of anomaly
detection applied to two authentic topic networks. Each plot
shows the raw motif count and Tweet count time series data.
The date of an event pertaining to that topic network is
marked, as well as the date of the strongest anomaly given
the time series.

For further work, we first note that MFDA applies a spline
model to each time series separately. A global model should
be investigated to see if embeddings can be learned more ef-
ficiently. Second, implementing our approach on more net-
work types would help bridge the comparison between our
approach and others. Third, in our early analysis, change
point detection did not prove useful with our datasets. In
this setting, it may be necessary to use data with longer time
scales or use different processing for motif time series data.
Fourth, we only considered motifs that were abundant in our
data. For less commonly present motifs, e.g. the 3-cycle,
computing the ratio of multiple motifs together would allow
them to be incorporated. Fifth, the network data we used had
a relatively high variance in size (coefficient of variation of
nodes equal to 1.62). We explored using datasets with a con-
trolled number of users and Tweets, which in turn controls
network size. In this restricted setting, we found that AUC
scores increase overall across feature sets, except for static
motifs. Potential improvements include using a refined nor-
malization method, incorporating network size in all feature
sets, or supplementing the data across all network scales.
Sixth, understanding any potential biases from truncating
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periods could be important future work. Lastly, there is addi-
tional interest in understanding the similarities between dif-
ferent campaigns, beyond whether they are SBPM or not.
Clustering with motif time series allows for finer categoriza-
tion of campaigns by their evolving network structure, which
is useful to supplement understanding the different styles of
SBPM campaigns that exist.

Ethical Statement
On a small scale, this paper will advance the study of state-
sponsored influence online. More broadly, our work aims to
help institutions analyze SBPM online to mitigate its influ-
ence. There are already efforts to understand and mitigate
SBPM on social media, because of its detrimental effects
on societies around the globe (Zannettou et al. 2019). Any
method that contributes to this effort promotes authentic dis-
course online.

Twitter users agree to allow their data to be made pub-
licly available when signing the terms of service. Twitter’s
algorithm for selecting data is not publicly known, so any
biases in their algorithm may manifest in models trained on
Twitter data. We intentionally develop and analyze a variety
of datasets in an effort to have a better representation of the
Twitter population.

This research could be used in both the public and private
sectors to allow the development of more adaptive policies
that address SBPM. Our approach is intended as a screen-
ing method, not as a standalone method, to help identify po-
tential state-sponsored influence, and we believe it is most
effectively incorporated into a system to avoid misidentifi-
cation and false positives.
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