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Abstract

Adaptive mobile device-based health interventions often use
machine learning models trained on non-mobile device data,
such as social media text, due to the difficulty and high ex-
pense of collecting large text message (SMS) data. Therefore,
understanding the differences and generalization of models
between these platforms is crucial for proper deployment. We
examined the psycho-linguistic differences between Face-
book and text messages, and their impact on out-of-domain
model performance, using a sample of 120 users who shared
both. We found that users use Facebook for sharing expe-
riences (e.g., leisure) and SMS for task-oriented and con-
versational purposes (e.g., plan confirmations), reflecting the
differences in the affordances. To examine the downstream
effects of these differences, we used pre-trained Facebook-
based language models to estimate age, gender, depression,
life satisfaction, and stress on both Facebook and SMS. We
found no significant differences in correlations between the
estimates and self-reports across 6 of 8 models. These re-
sults suggest using pre-trained Facebook language models to
achieve better accuracy with just-in-time interventions.

Introduction
Language reflects users’ psychology and can be used
to understand and predict mental health conditions (i.e.,
De Choudhury et al. 2013). While language from social me-
dia such as Facebook has been widely used (Eichstaedt et al.
2018; Jaidka, Guntuku, and Ungar 2018; Liu et al. 2022a),
text messaging (Short Message Service or SMS) is emerging
as a new platform for detecting mental health conditions and
delivering interventions (e.g., depression: Liu et al. 2021,
loneliness: Liu et al. 2022b). This also opens possibilities
for Just-in-Time Adaptive Interventions (JITAIs) to deliver
physical and mental health support based on an individual’s
changing state and environment (Nahum-Shani et al. 2018).

Most JITAIs are designed for smartphones, but current
NLP models are primarily trained on social media, not SMS.
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Figure 1: For the same users, we: (1) compared differences
between Facebook and SMS language, and (2) evaluated the
in- vs. out-of-domain efficacy of language models in pre-
dicting users’ self-reported psychological traits.

Acquiring large-scale SMS for fine-tuning models is diffi-
cult and expensive. Transferring pre-trained Facebook mod-
els to SMS is thus common (Liu et al. 2021). But the im-
pact of cross-platform language differences is unclear. Our
evaluation aims to scientifically quantify the differences and
ensure the successful transfer of current NLP models trained
on social media sites into potential JITAIs using SMS.

Our research aims to explore: RQ1 the distinctions in lan-
guage between Facebook and SMS, and RQ2 to evaluate
the efficacy of language models derived from Facebook data
in predicting psychological traits when applied to SMS. To
achieve this, we utilize the same cohort of users who have
provided their Facebook language, SMS, and psychometric
self-reports (e.g., demographics, depression; Figure 1).

Contributions Our contributions are: (1) showing clear
Facebook vs. SMS distinctions in language use for the same
users; (2) evaluating the two platforms by training/validating
within and across domains; and (3) laying the foundation for
NLP model transfer to SMS with within-user comparisons.

Background
Language use varies across contexts. How can the language
use of the same person differ in SMS and Facebook? Al-
though, to our knowledge, no study has compared these two,
some research has compared Facebook status updates with
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direct messages (DM), a private message on Facebook re-
sembles SMS. Bazarova et al. (2013) observed that sharing
positive emotions is associated with self-presentational con-
cerns in Facebook status updates but not DM, noting the dif-
ference between communication on public and private chan-
nels. Bazarova and Choi (2014) also identified various goals
and motivations for self-disclosures in Facebook status up-
dates and DMs. Status updates relate to more social valida-
tion, self-expression, and relief, while DMs relate to rela-
tionship development and social maintenance.

If individuals use Facebook and SMS for different func-
tions, it is still unclear how well models trained on Face-
book posts will perform when applied to SMS data. Prelim-
inary work showed that linguistic model predictions change
across platforms. For example, Seabrook et al. (2018) ex-
amined the association between depression and emotional
word expressions on Facebook and Twitter and found differ-
ent patterns. On Facebook, the instability of negative emo-
tion words only predicts depression, whereas on Twitter,
the variability of negative emotion words reflects the sever-
ity of depression. However, as most cross-platform compar-
isons are made across user groups; individual differences
(e.g., demographic) may cause these variations more than
language choices. As cross-platform generalizations are ex-
pected to lead to model performance degradation, only a
few studies have conducted same-user cross-platform com-
parisons (Jaidka, Guntuku, and Ungar 2018; Guntuku et al.
2019), no previous research has quantified these differences
across Facebook and SMS within the same users. Our paper
aim to draw more attention to these differences and provide
possibilities for actionable improvements to conduct more
precise predictions for future JITAIs plans.

Data
Participants Participants were recruited online via
Qualtrics as part of a larger national survey (Tao et al.
2023). Each consenting participant (1) lived in the U.S., (2)
was over 18 years old, (3) shared Facebook status updates,
(4) installed the open-source mobile sensing application
AWARE (Ferreira, Kostakos, and Dey 2015) on their An-
droid phones, (5) wrote at least 500 words across platforms
(Facebook and SMS apps), and (6) completed a survey
which contains questions on age, gender1, depression, life
satisfaction, and stress. Our final sample included 120
participants (Mage = 36.46, 69% female).2 Table 1 shows
usage differences between Facebook and SMS.3

1We only analyze binary male/female gender,a limited and
problematic sense of gender, due to limited data and the limita-
tions of our gender estimation model. Three participants reporting
a non-binary gender were excluded from the gender analysis.

2See Supplement for full details on participant recruitment, de-
mographics, survey-based measures, and text-based estimates, at
https://github.com/TTRUCurtis/Facebook-vs-SMS-language.

3Extensive cleaning was automatically applied (i.e., no human
in the loop) to the keystroke data to remove any sensitive PII data.
See Supplement for details. To fairly compare the Facebook data to
the keystroke data, we applied the same cleaning pipeline to both.

Words Posts

Med. Mean SD Med. Mean SD
FB 12,800 26,652 37,924 1,279 2,193 2,599
SMS 3,607 7,881 11,693 331 711 961

Table 1: Posts and word count statistics per platform (Med.
= median and SD = standard deviation).

Survey-Based Measures For each participant, we col-
lected self-reported age, gender, depression, stress, and life
satisfaction via surveys used as gold-standard measures. We
measured depression via the Patient Health Questionnaire
(PHQ-9; Kroenke, Spitzer, and Williams 2001), life satis-
faction via Cantril’s Ladder (Cantril 1965), and stress via
Cohen’s Perceived Stress Scale (Cohen, Kamarck, and Mer-
melstein 1983).2

Text-Based Estimates We employed off-the-shelf text-
based models to estimate age, gender (Sap et al. 2014), de-
pression (Schwartz et al. 2017), stress (Guntuku et al. 2019),
and life satisfaction (Jaidka et al. 2020). All models were de-
veloped in previous studies and trained on Facebook status
updates to predict survey-based self-reports via lexical fea-
tures (i.e., bag-of-words or bag-of-topics models).2

For this study, we also trained RoBERTa-based mod-
els (Liu et al. 2019) on the data sets used in the original
papers. These models were trained for depression, life satis-
faction, and stress only, as we cannot access the original data
used to train the age and gender models. Since this paper is
not aimed to build state-of-the-art classifiers, we used the
same model pipeline across depression, life satisfaction, and
stress: (1) we extracted user-level RoBERTa embeddings
using the penultimate layer, (2) reduced the dimensions of
the resulting 768 dimension embedding (using non-negative
matrix factorization) to 128 dimensions (V Ganesan et al.
2021), and (3) applied a ℓ2 regularized Ridge regression with
α = 1 (chosen via nested cross-validation). The RoBERTa-
based models had similar accuracy to the lexical models.2

Methods
RQ1: Cross-platform Differences We first tokenized the
Facebook status updates and SMS data, using a tokenizer
designed for social media data (Schwartz et al. 2017). We
considered both 1-to-3 grams and the Linguistic Inquiry and
Word Count (LIWC) 2022 dictionary (Boyd et al. 2022).
LIWC has been widely used in psychological sciences (e.g.,
Eichstaedt et al. 2018) and LIWC 2022 consists of 102 man-
ually curated categories by psychologists. From both Face-
book and SMS data, we extracted 1-to-3 grams and cre-
ated a binary outcome variable for each participant to in-
dicate which platform they were on. We then calculated
effect size using Cohen’s d values between platforms and
conducted a logistic regression using n-grams to predict
the binary platform indicator in order to calculate statisti-
cal significance (p values). Next, we extracted all LIWC
22 categories from each user’s Facebook and SMS data.
To calculate differences, we computed paired sample t-tests
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Facebook
Category Top frequent words t
Leisure fun, weekend, play 14.65
Determiners the, a, my, this 9.63
Quantities all, day, some, more 7.91
Power own, order, power, president 7.77
Emotion love, good, happy, :), fun 7.35

SMS
Category Top frequent words t
Auxiliary verbs is, have, be, was -20.26
Communication thank, say, thanks, said, tell -17.92
Discrepancy can, want, would -14.90
Assent yes, ok, yeah, okay -14.82
2nd person you, your, you’re, u -13.27

Table 2: Paired t-tests results of LIWC 2022 categories,
showing top categories which differ between Facebook and
SMS. All results are statistically significant at p < 0.001 af-
ter Benjamini-Hochberg FDR correction.

for each LIWC category between Facebook and SMS. All
significance thresholds were adjusted using a Benjamini-
Hochberg False Discovery Rate (FDR) correction (Ben-
jamini and Hochberg 1995).

RQ2: In vs. Out of Domain Estimates Here we per-
formed three tasks to answer this from two different ap-
proaches: First, Task 1 applied off-the-shelf models to both
the Facebook and SMS data to evaluate in-and across-
domain estimates and their generalization, and Task 2 exam-
ined which linguistic features were driving the differences
in estimates in Task 1. Task 3 opted not to use off-the-shelf
models in Task 1 and 2. Instead, it involved training and as-
sessing predictive models within and across each domain.

Task 1: For each participant, we estimated age, gender,
depression, life satisfaction, and stress from Facebook and
SMS text using the text-based models described above. We
then correlated the estimates with the gold-standard survey-
based measures for both the lexical and embedding-based
models. A statistical bootstrap test was used to assess dif-
ferences in correlations between SMS-based estimates and
Facebook-based estimates.

Task 2: To identify features driving lexical-based model
estimates in both domains, we investigated feature impor-
tance i, which is defined as:

i(f) = wf

(
freqFB(f)− freqSMS(f)

)
. (1)

Here wf is the weight of the feature f in the depression
model, freq∗(f) is the frequency of feature f in either the
Facebook (FB) or SMS domain.

Task 3: Finally, instead of using off-the-shelf models, we
trained and evaluated predictive models within and across
each data set. To do this, we trained models to predict our
five outcomes (age, gender, depression, life satisfaction, and
stress) using both text sources from the same person as train-
ing and testing data sets: (1) train on FB / test on FB, (2) train
on FB / test on SMS, (3) train on SMS / test on SMS, and (4)
train on SMS / test on FB. We used a leave-one-out cross-
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Figure 2: 1-to-3 grams most correlated with Facebook vs.
SMS, statistically significant at p < 0.05 after Benjamini-
Hochberg FDR correction. Cohen’s d = effect size measur-
ing Facebook vs. SMS differences. Angle brackets: spaCy
annotated named entities (e.g., <work of art>).

validation setup when training and testing within the same
text domain (1 and 3). When testing across text domains (2
and 4), we trained a model using one text source, applied the
model to the other text source (producing estimates of our 5
outcomes), and correlated those estimates with self-reports.

Results
RQ1: Cross-platform Differences As seen in Table 2 and
Figure 2, people preferred to discuss leisure activities, share
pleasant feelings (LIWC positive emotion) and contents
(e.g., books, songs), and express their motivations (LIWC
power) on Facebook. People used more conversational lan-
guage (LIWC communication), more second-person pro-
nouns, and were more task-oriented (e.g., actions, LIWC
verbs, plan confirmations) in SMS. See Supplement2 for ad-
ditional n-gram correlations that provided more context.

RQ2: In vs. Out-of-Domain Estimates In Table 3, we
found that in-domain estimates from Facebook data pre-
dicted self-reports at rates similar to those in the original pa-
pers 2 from which the models were built (Task 1). When pre-

Lexical Models Embedding Models

Facebook SMS Facebook SMS
Age .68 .45∗ - -
Gender† .91 .80∗ - -
Depression .36 .29 .25 .08
Life Satis. .21 .14 .31 .31
Stress .21 .18 .21 .23

Table 3: Pearson correlations (or † accuracy) between lan-
guage estimates and self-reports. ∗ Significant difference in
bootstrapping test between SMS and Facebook correlations.
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Figure 3: Feature importance results, as defined by the prod-
uct of the depression model word weight and the difference
in Facebook vs SMS word usage frequency. Top row (red
bars; A and B) are positively weighted words in the depres-
sion model, while the bottom row (blue bars; C and D) are
negatively weighted words. Left column (A and C) is more
frequency words in Facebook (i.e., positive frequency dif-
ference), while the right column (B and D) contains words
more frequent on SMS (i.e., negative frequency difference).

dicting self-reports from SMS-based estimates (i.e., out-of-
domain), we observed a drop in prediction accuracy across
all lexical models and 1 out of 3 embedding models. How-
ever, the differences between the Facebook correlation with
self-report and the SMS correlation with self-report were
not statistically different (using a bootstrapping test) ex-
cept for those for age and gender (where SMS does not
perform as well as Facebook). In Figure 3, we further in-
vestigated the drop in performance by examining feature
importance (Task 2). Here we identified features reflecting
language style, such as more use of contractions (“i’ll”,
“i’m”, “they’re”, “she’s”, “haven’t”), driving the SMS de-
pression estimates, and features about content, experience,
and life events (“family”, “sick”, “anniversary”) driving the
Facebook depression estimates. In Table 4, we presented
the results from training and evaluating models within and
across domains. Facebook-trained models have higher in-
domain accuracy, and SMS-trained models have higher out-
of-domain accuracy. Again, using a bootstrapping signifi-
cance test, we did not see significant differences between
the correlation of Facebook and self-reports versus SMS and
self-reports (in both in- and cross-domain tasks).

In Domain Cross Domain (train/test)

FB SMS FB/SMS SMS/FB
Age .61 .52 .40 .50
Gender† .75 .74 .63 .73
Depression .25 .09 .15 .32
Life Satis. .19 .07 .25 .29
Stress .24 .12 .32 .38

Table 4: Within and across platform evaluation. Pearson cor-
relations (or † accuracy) between language estimates and
self-reports. In Domain models are evaluated using leave-
one-out cross validation.

Conclusion
Our study, based on data from the same users, shows: (1) in-
dividuals disclose different aspects of their lived experiences
on Facebook and SMS, (2) two platforms generate similar
mental health estimates, both within and across domains,
whether using off-the-shelf models trained on Facebook data
(Table 3) or models built specifically on the paper’s dataset
(Table 4). Consistent with past findings, Facebook usage re-
flects the need to belong and self-presentation (Nadkarni and
Hofmann 2012), leading to more content sharing and opin-
ion expression; whereas SMS is used for phatic communica-
tion to maintain social relationships and for informal discus-
sions (Fibæk Bertel and Ling 2016), leading to more confir-
mations and conversational features. Our data, derived from
the same users, indicates that cross-platform differences can
be attributed to language rather than demographics. Despite
the linguistic differences, our findings suggest that predic-
tions from both platforms are similar.

Broader Impact
Our findings have important implications. Firstly, our re-
search highlights the variations in psycho-linguistic features
between Facebook and SMS, thus warranting further inves-
tigation of downstream applications. Secondly, future re-
searchers can build predictive models on large-scale social
media language and apply them to SMS, which may offer a
new approach to address the cost-accuracy trade-off in the
context of just-in-time interventions on mobile devices.

This study involves human subjects and was approved by
the Institutional Review Board (IRB). The data used in this
study raise ethical concerns such as handling sensitive per-
sonal information (PII) and thus, we have taken measures to
securely store, clean, and analyze the data, further data shar-
ing is not possible3. We use social media, SMS data, and ma-
chine learning methods to estimate sensitive attributes like
depression. Such estimates can have both positive and nega-
tive implications, ranging from providing support to causing
discrimination. We must use them with caution.
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