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Abstract: This paper describes an intuitive interface to operate the mouse based on both arm gestures. The 

Kinect sensor provided the skeleton information of the user’s posture, which was used for detection of joint 

positions of upper half of body. From the obtained joint positions, the motion of the operator was 

recognized to reflect a mouse operation. Here, we constructed the system which could choose two displays, 

scroll and move the position of the mouse cursor by changing input modes according to the length of the 

extended right hand. The user could decide the position of the cursor with the right hand, and click with the 

left hand. In addition, we made the wearable device on the wrist for sensory feedback to user. In the test 

operation of the developed system, the user could successfully operate the mouse cursor by using both 

arms gesture, as same as the general mouse and the touch pad device. 
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1. Introduction 

When we communicate with someone, the interaction with body and hand gestures are sometimes used 

in addition to words. People who saw it can easily recognize and understand the opponents' will by 

movement. Such gestures have the potential as an interface that connects humans and machines, and so far, 

sign language [1], [2], finger letters [3], handed gestures [4]-[7], and head recognition of department 

gestures [8], have been studied from various view point. Also, the system development such as operation of 

home appliances using gestures [9], [10] and operation of wheelchairs [11]-[13] have been carried out. 

Operation of equipment based on gesture does not require touching the device, it can operate intuitively. If 

gesture is applied to PC operation, body posture is not restrained such as touching keyboard and mouse, so 

it seems to be effective for the person who cannot use the hand to operate a personal computer. This paper 

proposed an intuitive interface to operate the mouse cursor of a personal computer based on both arm 

gestures. The Kinect sensor provided the skeleton information of the user’s posture, which was used for 

detection of joint positions of upper half of body. From the obtained joint positions, the motion of the 

operator was recognized to reflect a mouse operation. Here, we constructed the system, which could choose 

two displays, scroll and move the position of the mouse cursor by changing the functions according to the 

length of the extended right hand.  

2. Apparatus 

In the medical field such as the surgery by a doctor and the dental treatment by a dentist, the medical thin 
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gloves that is worn in the hand must be clean hygienically because the medical thin glove is directory 

contacted with the affected part of a patient. However, it is often necessary to use a personal computer even 

during treatment tasks. In the X-ray room, the doctor sometimes treats multiple displays not only to see the 

X-ray scan image but also to input the personal computer. Here, we consider the situation that the users 

operate multi personal computers at the same time, without handling the keyboard and the mouse devises. 

As shown in Fig.1, we prepared two computer that were operated by one user. In order to avoid the hand 

touch with the device, we focused on the dynamic gesture. The Kinect sensor (Microsoft L6M-00020) was 

used for the measurement of the user’s arm position in three dimensions to recognize the user’s gesture 

intention. The obtained intention was reflected on the personal computer operations. The LED tape was put 

on each display to indicate the selected computer. 

3. Gesture Assignment 

 Operation Layers 3.1.

In this interface, in order to realize a plurality of operations, the right arm was captured in three 

dimensions. The captured hand range was divided into three by the distance from the shoulder to the tip of 

the hand, three layers were made, and the input mode was changed in each area. Fig.2 shows a schematic 

diagram of the input mode set for each of the three layers. Also, in order to confirm the position of the right 

 
Fig. 1. Control system with two displays and the Kinect sensor to recognize the user’s gesture. 
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   Fig. 2. Three layers for operation. 

Fig. 3. The feedback device. Fig. 4. Scene of LED illumination. 



  

hand in the layer divided into three by the operator, the full color LED of the feedback device shown in Fig. 3 

was lit in a color corresponding to each layer. At the same time, the vibration motor vibrated, thereby 

notifying the user that the layer had been changed. The control signal was transfer from the personal 

computer connecting with the Kinect sensor through the microcomputer (Arduino Nano). Fig.4 shows the 

scene of the LED illumination when the user extended the upper limb to select each layers. The selection of 

the screen was done by pointing at the display of the person who wishes to select on the most back layer 1 

(Layer 1) where the arm is extended far. The scrolling operation was performed by a gesture that rotates 

the hand by the right hand within the range of the middle layer 2 (Layer 2). Further, the operation of moving 

the mouse cursor was reflected by the coordinates of the right hand in the range of the layer 3(Layer 3) in 

front. As for the click operation, it was possible to do with the left hand in all layers. 

 Display Selection 3.2.

To select a screen, the user instructed the display with the finger, as shown in Fig.5. If the hand was over 

the Boundary-1, the display selection mode started. In this state, the user could operate the personal 

computers. When the right hand was on the right side with respect to the right shoulder, the right screen 

was selected. Likewise, when the right hand was on the left side with respect to the right shoulder, the left 

screen was selected. After that, the cursor position moved to the center of the selected screen, and the tape 

LED attached to the top of the screen as shown in Fig.1 illuminated to indicate the selected active display. 

 Cursor Position 3.3.

The position of the user’s right hand was obtained from the Kinect sensor and it was used for the cursor 

position. Fig. 6 shows the correspondence between the human hand position and the cursor coordinates 

displayed on the screen. The figure is mirrored, and the left and right hands are reversed. Fig.6 (a) shows 

the cases where the hand was located within the virtual control circle displayed by the dotted circle in this 

figure. In this case, the hand position was directly converted to the mouse cursor position. The relational 

expression between the hand position (𝑢(𝑡), 𝑣(𝑡))  at time t detected by the Kinect sensor and the 

 
Fig. 5. Display selection. 

     
(a) Within control circle                        (b) Outside control circle 

Fig. 6. Mouse cursor operation and virtual control circle. 
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coordinates (𝑥(𝑡), 𝑦(𝑡)) of the mouse cursor was as follows. 

   {
𝑥(𝑡) = 𝑤/2 + 𝜉(𝑢(𝑡) − 𝑢(0))

𝑦(𝑡) = ℎ/2 + 𝜉(𝑣(𝑡) − 𝑣(0))
                                  (1) 

 
where, parameter 𝜉 is an arbitrary magnification. With the center (𝑤 2⁄ , ℎ 2⁄ ) of the screen as a reference, 

the displacement from the coordinates (𝑢(0), 𝑣(0)) of the hand position at the start of the synchronization 

of the movement of the hand and the cursor is multiplied by the magnification 𝜉 to calculate the mouse 

cursor position. Fig.6 (b) shows the cases where the hand was over the virtual control circle. At this 

moment, the vibration motor on the feedback device shown in Fig.2 vibrated to notify the user. In this case, 

the mouse cursor acted just like a joystick. The mouse cursor was as follows. 

 

   {
𝑥(𝑡) = 𝑥(𝑡−𝑘) + 𝜉′(𝑢(𝑡) − 𝑢(𝑡−𝑘))𝑘

𝑦(𝑡) = 𝑦(𝑡−𝑘) + 𝜉′(𝑣(𝑡) − 𝑣(𝑡−𝑘))𝑘
                                  (2) 

 
Where, the parameter 𝜉′ is an arbitrary magnification. At time 𝑡 − 𝑘, the hand crossed the virtual circle. 

The farther the coordinates of the right hand moved away from the circle, the faster the mouse cursor 

moved forward to the direction with the angle 𝜙 shown by 

   𝜙 = tan−1{𝑣(𝑡) − 𝑣(𝑡−𝑘) 𝑢(𝑡) − 𝑢(𝑡−𝑘)⁄ }.                             (3) 

 Click Actions 3.4.

The position of the user’s left hand was assigned to the click actions. Fig.7 shows the assignment of the 

left hand motion to the click actions. As in Fig.6, this figure is also mirrored. Left and right clicking could be 

done by raising the left hand at the left and right side with respect to the left elbow, respectively. Also, left 

double-click worked by raising the left hand above the left shoulder. Drag operation could be performed by 

operating the cursor with the right hand, while the left hand was raising above the left elbow. 

4. Experiment 

In order to evaluate the developed gesture system, we carried out the experiment by comparing with the 

general mouse device and touch pad device. Fig.8 shows the experimental situation. The participated 

subject sat on the chair and operated the personal computer with the general mouse and the touch pad 

devices. The developed system was controlled by gesture with standing posture. Fig.9 shows the target on 

the display. Five rectangle targets were prepared for positioning and moving the mouse cursor. The number 

shown in this figure was the order of movement. Twelve subjects participated in this experiment. Firstly, we 

evaluated the operability of the display selection. Fig.10 shows the time duration when all subjects switched 

the display nine times. In the case of using the touch pad, it tended to take a long time. The time duration by 

using the developed system was almost same as the time duration by using the general mouse. As for 

subject C, D and E, input by the developed system could select the display faster than other two devices. 

 
Fig. 7. Mouse cursor position derived from the right hand position of the user. 
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Next, we evaluated the mouse cursor trajectories on the display. Fig.11 shows typical results of three 

devices. With reference to the case of the general mouse and the touch pad device, the human subject 

tended to move the cursor almost linearly with minimal path from previous target point to next target one. 

The mouse cursor movement by the developed system was also done with minimal path, and the trajectory 

was not disturbed but smooth. 

 
 

 

5. Conclusion 

We proposed an intuitive interface to operate the PC mouse based on both arm gestures. Here, we 

constructed the system which could choose two displays, scroll and move the position of the mouse cursor 

by changing input modes according to the depth position of the right hand. The user could decide the 

position of the mouse cursor with the right hand, and click with the left hand. In addition, we made the 

wearable device on the wrist for sensory feedback to user. In the test trial of the developed system, the user 

could successfully operate the mouse cursor by using both arms gesture, as same as the general mouse and 

the touch pad device. Since this system does not touch the device with hands, it is effective for work to keep 

hands clean. 
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