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Abstract: Mobile device has become an essential tool among the 

community across the globe and has turned into a necessity in daily 

life. An extensive usage of mobile devices for everyday life tasks 

such as online banking, online shopping and exchanging e-mails 

has enable mobile devices to become data storage for users. The 

data stored in these mobile devices can contain sensitive and critical 

information to the users. Hence, making mobile devices as the 

prime target for cybercriminal. To date, Android based mobile 

devices is one of the mobile devices that are dominating the phone 

market. Moreover, the ease of use and open-source feature has 

made Android based mobile devices popular. However, the widely 

used Android mobile devices has encouraged malware author to 

write malicious application. In a short duration of time mobile 

malware has rapidly evolve and have the capability to bypass 

signature detection approach which requires a constant signature 

update to detect mobile malware. To overcome this drawback an 

anomaly detection approach can be used to mitigate this issue. Yet, 

using a single classifier in an anomaly detection approach will not 

improve the classification detection performance. Based on this 

reason, this research formulates an ensemble classification method 

of different n-gram system call sequence features to improve the 

accuracy of mobile malware detection. This research proposes n-

number of classifier models for each different n-gram sequence call 

feature. The class probability output of each classifier is then 

combined to produce a better classification performance which is 

better compared to a single classifier. 
 

Keywords: Mobile Malware Detection, Ensemble method, N-

gram.  

1. Introduction 

Nowadays, mobile devices are no longer confined to be used 

as a traditional communication tool. Mobile device has 

evolved to have a feature for doing online banking, acting as 

personal assistant, involving in social networking, having 

entertainment and much more. Mobile devices are becoming 

more similar to a personal desktop computer. Based on the 

International Telecommunication Union (ITU) [1] report in 

the end of 2018, there are 8.1 billion mobile users and 5.2 

billion mobile‐broadband subscribers worldwide. In the 

meantime, the Gartner Inc. [2] reported, 86% of the 

smartphone market has been monopolized by Android based 

mobile devices in the end of 2018. Due the popularity and 

the technological advancement of the Android-based mobile 

possessed in the market, nowadays it has become the main 

target of malware author. The number of mobile malwares 

targeting Android based platform has increased 

tremendously over the year. In 2012 alone, Kaspersky 

Security Bulletin [3] has reported that 98.96% of newly 

found mobile malware is targeting Android. According to 

[4], the current research of malware should focus on 

platform-specific malware such as mobile malware and IoT 

malware because the rise of cybercriminals in mobile phones 

and smart devices. 

One of mobile malware detection approach is signature-

based detection approach which detects mobile malware by 

matching up byte code pattern of the application with the 

database of signatures of known malicious mobile 

application. Signature based detection approach have an 

ability to detect mobile malware accurately, however 

signature-based approach can only detect known malware 

which the signature has been identified. If a new mobile 

malware infected a mobile device, signature-based detection 

approach is not able to detect the mobile malware as the 

signature of the new mobile malware is not yet exist.  In this 

day, mobile malware author uses obfuscation technique to 

change signature of mobile malware for evading detection. 

The obfuscation of mobile malware in android platform is 

much easier to be done as android application is easily 

modified, repackaged and release into a new mobile 

application with a new set of byte pattern or signature [5]. 

The drawbacks of signature-based detection approach can be 

overcome using an anomaly approach detection where 

previously unknown mobile malware is able to be detected 

[6].  

Anomaly based detection approach monitors normal 

activities in mobile devices and look for any irregular 

behavior that different from the normal pattern. Even though 

anomaly base detection approach is able to detect known 

malware, this approach still has drawbacks where the 

approach requires more computational resources and tend to 

generate some number of false alerts. Classification 

technique is one of the anomaly-based detection techniques 

and formulating an optimum classification technique can 

improve the mobile malware detection accuracy. According 

to [7] have shown that single classifier has some drawbacks, 

therefore is not an optimal approach to solve all problems. 

This limitation leads to the ensemble methods which exploit 

the strengths of individual classifier models by performing 

information fusion of classification decisions. Ensemble 

methods train multiple classifiers to resolve the same 

problem. Ensemble methods build a set of classifiers and 

merge the result in order to produce one optimal predictive 

model. 

Another aspect to improve mobile malware detection 

accuracy is the audit data source. Audit data source contains 

useful traces of mobile application activity and can be 

processed to find mobile application behavior. The behavior 

of mobile application is then used in making critical 

decisions whether a mobile application activity is benign or 

malicious. Audit data source are able to reveal features of 

malicious activity that can be used for detection. One of the 

proposed solutions to enhance mobile malware detection is 
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to use n-gram system call sequence as a feature in classifying 

benign and malicious mobile applications [8]. Tracing each 

element of mobile malware behavior on the captured system 

call log has discovered that each element has its own set of 

system call processes and a sequence of system call invoke 

that can represent a malicious mobile application process. 

The sequential system call is known as n-gram analysis, 

where n is the number of the sequence length or the number 

of co-occurring sets of system call invoked in the process. 

Crowdroid [9], and Dini et. al [10] are among the previous 

research using system call as features in classifying benign 

and malicious mobile application, yet the approach only 

takes each single occurrence of the system call or 1-gram as 

the feature. Based on this, the research is considering several 

n values to be the classification features to improve the 

accuracy. 

This research paper introduces an anomaly based mobile 

malware detection approach that applied an ensemble 

classification technique that uses different n-gram sequence 

call features. Through these n-gram sequence call features, 

the research built n number of classifier models where the 

class probability output of each classifier is then merged to 

produce a better prediction output that differentiate between 

benign or malicious mobile application. This research 

examines ensemble of multiple classifiers for better 

predictive performance compared to a single classifier. The 

remaining of this paper is structured as follows: Section 2 

discusses the related works on mobile malware detection, 

Android n-gram system call sequence and ensemble 

classification technique; Section 3 discusses the 

methodology of this research, and the proposed anomaly-

based detection approach using ensemble classifier with n-

gram system call sequence; Section 4 describes the model 

evaluation, experimental settings, and results. Section 5 

concludes the paper. 

2. Related Works 

This section describes the related work associated with 

mobile malware detection approach, n-gram system calls 

sequence and ensemble classification technique techniques.  

Android malware detection techniques can be classified into 

signature-based detection (SB) and anomaly-based detection 

(AB) ([11], [12], [13]). SB detection detects malware by 

assessing a mobile application signature or pattern captured 

with known attack or threat in the signature database. 

Meanwhile, AB detection observed regular activities in 

mobile devices and look for any irregular behavior that is 

different from the normal pattern.  

Type of Audit data source used in the detection have the 

ability to improve or downgrade the performance of Android 

malware detection. [14], [15], [16], [17], [18], [19], [20], 

[21], [22], [23] and [24] are the researcher that used a static 

audit source features such as Permission, opcode, Intent, 

Network address and Strings. These audit sources are 

collected from Application packages (.apk) and it is easier to 

analyze, however, it can be hard to analyze if the packages 

are obfuscated and encrypted [24]. An alternative audit 

source data to overcome this drawback is through dynamic 

analysis. [25], [26], [27], [28] and [29] are the researchers 

that used dynamic audit data source features such as 

Network traffic traces, systems call, user interaction 

behaviors and opcode. This type of audit data source can 

evade the code obfuscation and encryption as the mobile 

application activity traces are captured during the runtime of 

the application. Nonetheless, monitoring dynamic mobile 

malware behavior can be complex as it requires a large 

amount of data to be processed.  

Each of the mobile malware detection approaches has 

advantages and disadvantages; there is no one complete 

solution to improve mobile malware detection. SB detection 

has an advantage of high accuracy detection and low false 

alert, yet SB are not able to detect an unknown mobile 

malware or mobile malware that uses obfuscation technique 

to randomize or encrypt its application package.  Whereas, 

AB analysis provides the detection of known and unknown 

mobile malware. However, AB does produce a false alert 

during detection. In term of audit data source, a static audit 

data source such as permission and API are easy to be 

collected but once the application package is obfuscated or 

encrypted the malware behavior is difficult to trace. Whereas 

dynamic audit data source such as system call and network 

traffic can reveal the true behavior of malware disregard 

whether a malware is obfuscated or not. Yet, the downside of 

dynamic audit data source is that the log captured is very 

large and complex. The analysis shows that to improve the 

accuracy of detection, a mobile malware detection requires a 

detection technique and audit data source that is: 

1. Able to detect known and unknown malware. 

2. Able to reveal the true behavior of mobile malware 

activity. 

3. Able to reduce false alerts. 

Dynamic mobile malware analysis and anomaly detection 

with system call as audit source data can be a good 

combination in detecting mobile malware analysis. This 

combination of approaches is able to provide a detection of 

known and unknown malware while revealing the true 

behavior of malware. A captured system call invoked by a 

mobile application has been able to show a mobile 

application behavior. Previous researcher like [9], [10] and 

[30] has used the frequency of system call occurrence and 

the system call graph as the feature in detecting mobile 

malware application. However, a single system call 

occurrence is not enough to generalize a whole set of mobile 

application instructions. Hence, a sequence of n system call 

is more relevance to present the mobile malware application 

instruction [31]. 

This research uses system call sequence as a feature in 

classifying benign and malicious mobile applications. The 

approach of n-gram system call sequence is similar to text 

classification where sequence of characters or words has 

been used to classify document, language modelling and 

speech recognition [32], [33] and [34]. The sequential 

characters or words introduced in those works is known as 

word n-gram analysis, where n is the length number of a 

sequence or the number of co-occurring sets of characters in 

a string. Whereas in this research, n value is representing 

number of a system call sequence. For example, a system 

call sequence for a sample process to open a file might be 

recorded as: 

writev, access, fstat, chmod, write, fstat, close. 

Thus, the frequencies of the n-gram sequence will be 
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analyzed as follows: 

n=1: (writev)-2, (access)-1, (fstat)-2, (chmod)-1, (close)-1 

n=2:(writev,acesss)-1, (access,fstat)-1, (fstat,chmod)-1, 

(chmod,write)-1, (write,fstat)-1, (fstat,close)-1,  

n=3:(writev,acesss,fstat)-1,(access,fstat,chmod)-

1,(fstat,chmod,write)-1,(chmod,write,fstat)-

1,(write,fstat,close)-1 

Among the advantages of n-grams is ability of the technique 

being used efficiently to find an appropriate matching of a 

sequential item. Converting any sequence of items to a set of 

n-grams allows the sequence of items to be efficiently 

compared to other sequences [35].  Applying the n-gram in 

mobile malware detection system, facilitate this research to 

find the sequence of system call that is used by mobile 

application during execution which might matched a 

sequence of malicious processes.  

In order to improve the classification performance in 

classifying benign and malicious mobile application, this 

research proposed a classification technique that takes the 

differences of n-gram system call sequence as features and 

uses ensemble method approach to train multiple classifiers 

to solve the same problem. 

Many studies ([7]; [36]; [37]) have shown that single 

classifier has their own domain of competence, therefore is 

not an optimal approach to solve all problems. This 

limitation leads to the increasing research in ensemble 

methods among machine learning community. These 

methods exploit the strengths of individual classifier models, 

obtaining enhanced performance by performing information 

fusion of classification decisions. Ensemble methods train 

multiple classifiers to solve similar problem. Ensemble 

methods try to construct a set of classifiers and combine 

them. An ensemble contains a number of classifiers called 

individual classifiers and constructed from a set of training 

data trained using classification algorithm such as neural 

network, support vector machine (SVM), decision tree or etc. 

Figure 1 shows a common ensemble method architecture. 
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Figure 1. A common ensemble architecture 

The main issue in ensemble method is how to interconnect 

individual classifiers. There are two structures to connect 

individual classifiers, namely, serial ensemble and parallel 

ensemble methods. Serial ensemble method combines 

several individual classifiers a sequential way, whereas 

parallel ensemble methods combine several individual 

classifiers in parallel. Boosting and Bagging are the 

examples of sequential and parallel ensemble methods 

respectively. Figure 2 shows how serial and parallel 

ensemble methods interconnect individual classifiers. 

Boosting method in serial ensemble is an algorithm that is 

able to improve weak classifiers by exploiting the 

dependency factor between the individual classifiers. The 

main idea of boosting is to adjust the misclassified instances 

made by subsequent individual classifier. These 

misclassified instances are assigned a higher weight in the 

training process of the next classifier. This process is 

replicated until the whole set of classifiers are trained. Thus, 

improve the performance of each classifier which is 

influenced by the performance of the subsequent constructed 

classifier. 
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Figure 2. Parallel(top) and serial(bottom) ensemble methods 

In contrast, bagging exploits the independence between the 

individual classifiers, since the error can be reduced 

dramatically by combining individual classifiers. It is a 

method used for sampling training dataset into a number of 

different subsets of the same size. Each subset is trained on a 

specific classifier and the classification prediction is 

combined using a majority voting technique. The 

performance of the classification can be improved 

significantly if the error of the single classifier is not strongly 

correlated. Based on this, this research considers bagging as 

the ensemble method to improve the accuracy. 

3. Methodology 

This section describes the methodology used in classifying 

mobile malware applications. The research methodology 

consists of three phases, namely, N-gram system calls 

sequence extraction, N-gram single classifier model 

generation, and ensemble of N-gram using Linear and RBF. 

The research methodology is illustrated in Figure 3. 
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Figure 3. Research Methodology Process Flow 

Phase 1 begins with the selection of android applications to 

generate the dataset. The studied dataset contains 480 

android applications, namely 240 malware applications and 

240 benign applications. The category for each application is 

determined by scanning the application using anti-virus 

software such as Bitdefender, ESET NOD32 and VirusTotal. 

Each application is run on the tablet for 10 minutes with 

interactions such as web browsing and SMS. System calls 



239 
International Journal of Communication Networks and Information Security (IJCNIS)                                         Vol. 13, No. 2, August 2021 

 

generated by the application is extracted using a tool called 

strace. Every system call is uniquely represented using 

Unicode UTF-8 encoding. These Unicode UTF-8 characters 

will go through an n-gram generator which functions to 

extract the frequency of contiguous sequence of n Unicode 

UTF-8 characters, from 1-gram to 5-gram. 

In phase 2, classification for single classifiers is implemented 

to solve the same problem, classifying malware and benign. 

Large dimensional feature spaces of n-gram dataset 

(especially 3-gram, 4-gram and 5-gram) are tend to overfit 

the classification model, which may lead to poor 

classification performance. In order to avoid overfitting, 

relevant feature descriptors with smaller size should be 

deployed. In this study, Chi-Square (CS) feature selection 

technique is applied to select only relevant and useful 

features for classification. SVM classifier with binary 

classification approach is used considering that the data set 

contains only two classes. Two SVM kernels, namely Linear 

and Radial Basis Function (RBF) are deployed as the SVM 

learning algorithms because the distribution of the dataset is 

not known whether it is linearly separable or non-linearly 

separable problems. Thus, each of n-gram dataset will be 

classified using these two kernels. SVM by default do not 

produce class probability output. However, probability 

calibration method can be used to convert the classification 

output to class probabilities.  

In phase 3, combination of class probability output from 

multiple single classifiers for each size of n-gram sequence 

are used for the ensemble method. The propose combination 

for ensemble method is per kernel type, linear ensemble will 

combine class probability output from classification using 

linear kernel and RBF ensemble will combine class 

probability output from classification using RBF kernel. The 

combination method plays a crucial role to achieve a strong 

generalization ability. There are several combination 

methods to combine multiple single classifiers. In this study, 

two widely used combination methods are chosen to 

determine the final decision of the ensemble, namely Product 

Rule (PR) and Mean Rule (MR). PR is efficient when the 

classifiers have small errors and multiply class probability 

outputs of single classifiers as in formula (1). Otherwise, MR 

is more efficient when the classifiers contain large errors and 

combine class probability outputs by averaging the outputs 

of single classifiers as in formula (2). 
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4. Results and Discussion 

The dataset contains 240 malware and 240 benign mobile 

applications. The evaluation of the proposed method is 

performed using 100 repeated train-test split procedure 

where the size of the train set is 80% (384 applications) and 

test set is 20% (96 applications). The accuracies are 

evaluated by averaging the results from all 100 runs. 

Table 1 shows the average classification accuracy (%) for 1-

gram to 5-gram. The optimum result is illustrated with bold 

characters. The highest accuracy for single classifiers n-gram 

is achieved by 2-gram features with accuracy 96.1 % for 

both kernels. In this case, we believe that 2-gram features 

have sufficient information to classify the mobile malware 

and benign. From Table 1, it shows that the classification 

performance started to gradually decrease after 2-gram for 

both kernels. 
 

Table 1. The average classification accuracy (%) of single 

classifiers for n-gram features 

 1-gram 2-gram 3-gram 4-gram 5-gram 

Linear 91.6 96.1 95.5 95.2 95.2 

RBF 91.7 96.1 96.0 95.7 95.8 
 

The experiment was not continued for both kernels after 5-

gram based on the trend where the larger the n-gram, the 

worse the classification performance. Moreover, producing 

6-gram datasets and above requires larger memory and 

longer processing times. Even though many previous 

researchers reported that linear kernel is efficient in larger 

dataset, result from the experiments demonstrate that results 

from RBF kernel outperformed linear kernel for all n-gram 

datasets except 2-gram. 
 

Table 2. The average classification accuracy (%) of the 

linear ensemble and RBF ensemble 
 PR MR 

Linear 95.9 96.0 

RBF 96.6 96.5 
 

Table 2 shows the average classification accuracy (%) for 

ensemble method. Best result from 2-gram single classifier 

with 96.1% accuracy for both kernels are compared with the 

proposed ensemble method. The results show that the 

proposed RBF ensemble outperform the best single 

classifier. The best performance is achieved when PR 

combination method is applied to RBF ensemble with 96.6% 

accuracy. However, linear ensemble method gave a slightly 

lower accuracy than 2-gram single classifier. It may be due 

to single classifiers other than 2 grams which may not help in 

classification. Overall, RBF ensemble method outperformed 

linear ensemble for both combination methods, PR and MR. 

This performance maybe contributed by the combination of 

strong single classifiers using RBF kernel. 

5. Conclusion 

This research proposed an anomaly technique for mobile 

malware detection approach through an ensemble of n-gram 

system call sequence. The classification result shows that 

bagging ensemble classifier which uses product rule 

combination method gives the highest accuracy in 

classifying between malicious and benign mobile 

application. Thus, proving that a combination of multiple 

classifiers is better than considering only single classifier.  
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