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 The accurate judgement of fruit maturity is significant for modern agriculture. At present, 

few scholars have monitored and recognized fruit maturity based on the Internet of things 

(IoT) and image recognition technology. Therefore, this paper explores the image 

recognition of fruit maturity in the context of agricultural Internet of things (IoT). Firstly, 

the single shot multi-box detection (SSD) algorithm was improved for fruit recognition and 

positioning, and used to determine the size and position the fruits to be recognized. Next, an 

image fusion algorithm was designed based on improved Laplacian pyramid, which 

effectively compresses the large fruit monitoring images shot in the same scene. The 

proposed algorithm was proved feasible and effective through experiments. 
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1. INTRODUCTION 

 

The fruit picking time mainly depends on the maturity of 

the fruit [1-3]. Fruits of different usages should be picked at 

different stages of maturity. The picking time needs to be 

properly advanced or delayed, according to the specific usage 

[4-7]. Due to the limitations of warehousing and logistics, 

fruits should not be picked when they are too mature or raw. 

The accurate judgement of fruit maturity is significant for 

modern agriculture [8, 9]. The Internet of things (IoT) helps to 

acquire information from fruit detection terminals in orchards, 

and evaluate the fruit maturity. Meanwhile, image recognition 

can determine the size and position fruits [10-14]. The 

advancement of the two techniques makes the monitoring of 

fruit growth and insect attack more intelligent and automatic 

in modern agriculture. 

Manual measurement/grading often fails on oil palm fruits. 

Syaifuddin et al. [15] collected palm fruit colors based on 

gray-level co-occurrence matrices (GLCMs), extracted the 

color features of palm fruits through regression, and thus 

detected the maturity of these fruits. Zheng et al. [16] adopted 

artificial neural network (ANN) to recognize the maturity of 

citrus fruits in Xinhui, China, and experimentally verified that 

the proposed algorithm is a non-contact, low-cost, easy-to-

achieve, and high-performance method for remote monitoring. 

The algorithm facilitates the record of citrus growth and 

forecast of market sales, contributing greatly to agricultural 

production. 

Tomato maturity is closely related to its surface color. 

Dimatira et al. [17] treated color, size, and shape as the metrics 

of tomato maturity, evaluated the maturity level of tomatoes 

by machine vision, and divided the colors of the fruits into six 

phases: green phase, crushing phase, transition phase, pink 

phase, and light red phase. To realize real-time accurate 

recognition of the maturity of fruits and vegetables, Fadhel and 

Al-Shamma [18] proposed a field programmable gate array 

(FPGA) as the parallel hardware structure, aiming to reduce 

the high time cost of color thresholding and k-means clustering 

(KMC). Xiao et al. [19] predicted the maturation stage of 

tomato fruits according to surface color, and managed to 

forecast the surface color variation based on temperature 

conditions. Cai and Zhao [20] developed a mature fruit 

recognition technique in natural scenes, which compares the 

color models of hue-saturation-intensity (HSI) system. The 

technique can fuse tone and saturation data into a fused image, 

in order to eliminate the effects of soil and sky backgrounds 

on recognition. 

Overall, the fruit maturity recognition techniques at home 

and abroad are mostly theoretical. Few of them have been 

applied in practice. Not many scholars have combined the IoT 

with image recognition for fruit maturing monitoring and 

recognition in complex orchid environments. To solve the 

problem, this paper explores the image recognition of fruit 

maturity in the context of agricultural IoT. Section 2 improves 

the single shot multi-box detection (SSD) algorithm for fruit 

recognition and positioning, and completes the determination 

of the size and position the fruits to be recognized. Section 3 

designs an image fusion algorithm based on improved 

Laplacian pyramid, which effectively compresses the large 

fruit monitoring images shot in the same scene. The proposed 

algorithm was proved feasible and effective through 

experiments. 

 

 

2. IMPROVED SSD FOR FRUIT RECOGNITION AND 

POSITIONING 

 

2.1 SSD model construction 

 

The extensive research and application of machine vision 

and IoT effectively improve the efficiency of various tasks on 

modern agricultural product picking lines, including fruit type 

recognition, maturity identification, fast picking, rapid sorting, 

fast packing, etc. In the automatic picking scenes of 

agricultural products, there are a huge number of various fruits, 

and the picking environment is extremely complex. These 

pose an immense challenge to the size and maturity detection 

of fruits. 
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The automation of agricultural picking is premised on the 

effective recognition of fruits and their maturity in complex 

background. This paper chooses to construct an SSD target 

detection model, in order to determine the size and position of 

the fruits to be recognized. The SSD model, which is based on 

feature pyramid network (FPN), is an end-to-end target 

detection framework, capable of detecting fruits of various 

sizes. The model regards feature map cells of different 

resolutions as priori boxes with different sizes and aspect 

ratios, and predicts the targets’ bounding boxes based on the 

priori boxes. 

The SSD model consists of a feature layer CL4-3 and a series 

of additional convolutional layers. The feature layer is 

obtained through feature extraction of VGG16. The 

convolutional layers cover feature layers CL7, CL8-2, CL9-2, 

CL10-2, CL11-2. 

The SSD model can calculate the confidence for the position 

of the detection frame and the class of fruit size corresponding 

to each prior box. Let p=(pda, pdb, pq, pg) be the position of a 

prior box; r=(rda, rdb, rq, rg) be a bounding box. Then, the 

relationship of the predicted bounding box k=(kda, kdb, kq, kg) 

for the target fruit with r and p can be expressed as: 

 

( ) /da da da qk r p p= −  (1) 

 

( ) /db db db gk r p p= −  (2) 

 
2

1,2

4

2

b b ac
x

a

−  −
=  (3) 

 

( )/g g gk log r p=  (4) 

 

To predict the bounding box of a fruit, the above encoding 

process needs to be reversed, that is, the bounding box needs 

to be decoded. 

Let d be the number of predicted classes for the target fruit; 

N×M be the size of the feature map; NM be the number of cells 

in the feature map; l be the number of prior boxes 

corresponding to each cell. Then, each unit will output (d+4)l 

predicted bounding boxes, and the feature map will output a 

total of (d+4)lNM predicted bounding boxes. 

In this paper, the feature map for prediction has N feature 

layers of different sizes. Let Emin and Emax be the minimum and 

maximum dimension scales of the feature layers, respectively. 

The feature layers of different sizes generate prior boxes with 

different aspect ratios. The ratio of each prior box to the 

original image can be calculated by: 

 

( )  1 1,
1

max min

l min

E E
E E l l N

N

−
= + − 

−
，  (5) 

 

Let qβl and gβl be the width and height of the prior box, 

respectively; βs be the default aspect ratio of the box. Then, the 

width of the prior box can be calculated by:  

 

l l sq E =  (6) 

 

The height of the prior box can be calculated by:  

 

/l l sg E =  (7) 

Let m be the number of positive samples for the matching  

between the target box and predicted box; a∈{l, 0} be the 

binary function reflecting whether the two boxes match each 

other (if yes, a=1; otherwise, a=0); h be the position of actual 

target box; ζ be the weight coefficient about the proportional 

relationship of position loss and confidence loss. In this paper, 

the sum of the position error KL and the class confidence error 

KC of the detection frame is defined as the loss function of SSD 

model:  

 

( ) ( ) ( )( )
1

, , , , , ,C LLoss a d k h K a d K a k h
m

= +  (8) 

 

Because the model adopts the cross-entropy loss function, 

the output probabilities of different fruit classes need to be 

calculated through softmax regression of class confidence. Let 

aijo be the indicator of whether the i-th prior box matches the 

j-th actual box in class O; di
o be the confidence of the i-th prior 

box belonging to class O; ḋi
o and ḋi

0 be the confidence of 

softmax regression and background of the i-th prior box, 

respectively; ZS and FS be the set of positive samples, and the 

set of negative samples, respectively. Then, the class 

confidence error KC can be calculated by: 

 

( ) ( ) ( )0,
m

o o

C ij i i

i ZS i FS

K a d a log d log d
 

= − −   (9) 

 

ḋi
o can be calculated by:  

 

( )
( )

o

io

i o

io

exp d
d

exp d
=


 (10) 

 

The position error of the detection frame can be 

characterized by Smooth-L1 loss function:  

 

( )
1

20.5             1

0.5        
smooth L

a a
K a

a  otherwise
−

 
= 

−

 (11) 

 

Let pda
i, pdb

i, pq
j, and pg

i be the central coordinates, width, 

and height of the i-th prior box, respectively; ḣda
j, ḣdb

j, ḣq
j, and 

ḣg
i be the central coordinates, width, and height of the actual 

box of the target fruit, respectively. The deviations of the 

actual box from the prior box can be calculated by: 

 

( ) /da da da q

j j i ih h p p= −  (12) 

 

( ) /db db db g

j j i ih h p p= −  (13) 

 

( )/q q q

j j ih log h p=  (14) 

 

( )/g g g

j j ih log h p=  (15) 

 

The deviations obtained by formulas (12)-(15) can be 

transformed to derive the position of the prior box. 

 

2.2 SSD model construction based on residual network  

 

Before introducing the residual network, SSD target  
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detection model could contain 22 layers at the most. The 

network depth needs to be properly increased for better 

recognition and positioning effects. Figure 1 shows the 

relationship between training error, test error, and number of 

network layers. It can be seen that the training error and test 

error increase with the growing number of layers. In a network 

with more layers, the training and test errors of fruit 

recognition descend faster. Therefore, over-fitting will not 

cause the two errors to rise. In theory, it is not wise to build a 

deep network simply by stacking several nonlinear layers. A 

better strategy is to add an identity mapping layer to the 

constructed network, or fit the ideal identity mapping based on 

a series of nonlinear networks. Figure 2 shows the structure of 

the residual learning unit that helps the neural network fit 

identity mapping. 

 

 
 

(a) Relationship between training error and number of 

network layers 

 
(b) Relationship between test error and number of network 

layers 

 

Figure 1. Relationship between training error, test error, and 

number of network layers 

 

 
 

Figure 2. Structure of residual learning unit 

 

Figure 3 shows the structure of SSD target detection model 

based on residual network. In the model, the area in the input 

image corresponding to a point on a feature map changes with 

the sizes of the feature map. To select the default box 

parameters for the target fruit, the size and position of different 

fruits should correspond to the default box at different 

positions. Based on formula (5), Emin was set to 0.2, Emax to 

0.95, and default aspect ratio to βs={1, 2, 3, 0.5, 0.33}. Let sl 

be the size of the l-th feature map. Then, the central 

coordinates of the default box can be configured as: 

 

0.5 0.5
,

l l

i j

s s

 + +
 
 

 (16) 

 

 
 

Figure 3. Structure of SSD target detection model based on 

residual network 

 

 

3. FRUIT IMAGE FUSION ALGORITHM FOR 

AGRICULTURAL IOT 

 

With the progress of science and technology, the integration 

between the IoT and image recognition open new directions to 

maturity monitoring of agricultural fruits. For example, 

wireless sensor network (WSN) can detect maturity 

information like fruit size and color via multimedia visual 

nodes, and transmit the data on fruit maturity to the data 

processing center through wireless communication, realizing 

the full detection of fruit maturity across the orchard. Fruit 

growth is a long process. During the growth period, the 

monitoring system shots a huge number of images on the same 

scene, calling for effective compression. This paper introduces 

image fusion to synthetize the multiple images taken by the 

monitoring system on the same scene into a new higher quality 

image, which demonstrates the fruit maturity in an all-round 

way. The synthesis effectively enhances the image usability. 

The traditional image fusion approaches are based on blocks 

or pixels. Despite enhancing the direct correlations between 

adjacent pixels, the traditional methods affect the finer visual 

effects, such as the size changes of the targets. This paper 

proposes an image fusion algorithm based on improved 

Laplacian pyramid. The algorithm can fuse images on 

different feature layers decomposed from the original image, 

offering a better alternative for analyzing image details. Figure 
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4 shows the flow of image fusion algorithm based on pyramid 

decomposition. 

 

 
 

Figure 4. Flow of fruit image fusion algorithm for 

agricultural IoT 

 

Let H0 be an original monitoring image of fruits; N be the 

number of feature layers in each original image. Then, the 

process of Gaussian pyramid decomposition is detailed first: 

Firstly, a low-pass window function WF(x, y) is convoluted 

with the k-1-th feature layer Hk-1 of the original image. Then, 

down-sampling is performed on the convolution result every 

other row and every other column: 
 

( ) ( )
2 2

1

2 2

, 2 ,2k k

x y

H WF x y H i x j y−

=− =−

= + +   (17) 

 

where, WF(x, y) is a 5×5 low-pass filter. Let DSk and HSk be 

the number of columns and rows in the sub-image on the k-th 

layer of Gaussian pyramid. Then, k, i and j satisfy 0<k≤N, 

0≤i<DSk, and 0≤j<HSk, respectively. 

WF(x, y) meets four constraints at the same time: 

separability, normalizability, symmetry, and equal 

contribution between odd and even terms. Let g be the 

Gaussian density distribution function. The separability 

constraint can be expressed as: 
 

( ) ( ) ( )WF x, y = g x * g y  (18) 

 

The normalizability constraint can be expressed as: 
 

2

2

( ) 1
N

g x
=−

=  (19) 

The symmetry constraint can be expressed as: 
 

( ) ( ) g i = g -i  (20) 

 

The constraint of equal contribution between odd and even 

terms can be expressed as:  

 

( ) ( ) ( ) ( ) ( )0 2 2 1 1g +g - +g + = g +g +−  (21) 

 

Under the above four constraints, we have:  

 

( )

( ) ( )

( ) ( )

0 0.375

1 1 0.25

2 2 0.0625

g =

g - g +

g - g +




= =
 = =

 (22) 

 

Under the separability constraint (18), the window function 

WF(x, y) can be calculated by:  

 

1 1 1 1 1

256 64 42 64 256

1 1 1 1 1

64 16 11 16 64

1 1 1 1 1

42 11 7 11 42

1 1 1 1 1

64 16 11 16 64

1 1 1 1 1

256 64 42 64 256

WF

 
 
 
 
 
 
 =
 
 
 
 
 
 
 

 (23) 

 

The Gaussian pyramid image sequence can be described as 

H0, H1, …, HN. Starting with each original image, the image 

Hk of the previous feature layer is processed through low-pass 

filtering and down-sampling to obtain the feature map Hk-1 of 

the current layer. The final Gaussian pyramid image is 

composed of the feature maps in ascending order. The top and 

bottom layers are HN and H0, respectively. The total number 

of layers is N+1. 

After obtaining the Gaussian image pyramid, interpolation 

is adopted to expand the image Hk on the k-th feature layer, 

while ensuring that the expanded image H'k is of the same size 

as the feature image Hk-1 on layer l-1: 

 

( )k kH EX H =  (24) 

 

The expansion operator EX can be defined as:  

 

( ) ( )
2 2

2 2

, 4 , ,
2 2

k k

x y

x i y j
H i j WF x y H 

=− =−

+ + 
 =  

 
   (25) 

 

where,  

 

* ,
2 2

, ,
2 2 2 2

 

0

 

,

  

k

k

x i y j
H

x i y j x
if and are inte

i y j
H gers

otherwise

+ + 
 
 

 + + + + 
  

=  



 (26) 
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The image IMk on the k-th feature layer in the Laplacian 

pyramid, which is generated from Gaussian pyramid, can be  

given by: 

 

k k kIM H H = −  (27) 

 

N NIM H=  (28) 

 

The complete Laplacian pyramid is composed of the image 

sequence IM0, IM1, …IMm, which can be reconstructed by: 

 

k k kH IM H = +  (29) 

 

From the top of the Laplacian pyramid, each layer is 

deduced by formula (29) until k=0. In this way, the original 

image on the target fruit can be reconstructed. To a certain 

extent, the image reconstructed through traditional Laplacian 

transform is influenced by the coefficient noise of the 

transform domain. Therefore, the reconstructed image is not 

necessarily the optimal image. 

The traditional Laplacian reconstruction algorithm can be 

expressed as: 

 

Ta H u =  +  (30) 

 

This paper improves the Laplacian pyramid algorithm for 

image reconstruction:  

 

( )2 1a H u HP =  + −  (31) 

 

Figure 5 compares the reconstruction processes of the 

original and improved algorithms. The two algorithms process 

the difference signal ξ differently. The original algorithm 

directly superposes ξ values, while the improved algorithm 

superposes the projections of ξ. The improved algorithm 

outperforms the original algorithm, because it can effectively 

eliminate the influence of some errors, when the transform 

domain coefficients are noisy.  

 

 
 

(a) Original reconstruction 

algorithm 

(b) Improved 

reconstruction algorithm 

 

Figure 5. Reconstruction processes of the original and 

improved algorithms 

 

After Laplacian pyramid transform, each original image is 

decomposed into different spatial frequency bands. Then, the 

detailed features are extracted from each layer of the 

decomposed image, using different fusion operators based on 

regional features. 

For original images P and Q, the images on the k-th layer 

decomposed by Laplacian pyramid are denoted as IPk and IQk, 

respectively; the fused image is denoted as ISk(0≤k≤N). For an 

image, the greater the mean gradient, the more obvious the 

changes to the edges of the target, and the easier it is to extract 

target size. Therefore, this paper fuses the top-level images 

through local mean gradient method. Suppose x and y are two 

odd numbers no smaller than 3. Then, the mean gradient is 

calculated for the x×y area centering on each pixel of the 

image. Let ΔJa and ΔJb be the first-order differences of pixel 

PI(a, b) in directions a and b, respectively. Then, we have: 

 

( )( )
( )

11
2 2

1

1
/ 2

1 1

yx

a b

i j i

AG J J
x y

−−

= =

=  +
− −

  (32) 

 

ΔJa and ΔJb can be respectively defined as: 

 

( ) ( ), 1,aJ PI a b PI a b = − −  (33) 

 

( ) ( ), , 1bJ PI a b PI a b = − −  (34) 

 

The fused image can be expressed as: 

 

( )
( ) ( ) ( )

( ) ( ) ( )

,     , ,
,

,    , ,

k

k

k

IP i j HP i j HQ i j
IS i j

IQ i j HW i j HQ i j


= 



 (35) 

 

This paper fuses the non-top-layer decomposed images with 

0≤k≤N with area energy method. Firstly, the area size is set to 

3×3, and weighting coefficient to ω(γ, θ). Then, the energy of 

the local area LAEk (i, j) centering at (i, j) on the k-th layer of 

Laplacian pyramid can be calculated by:  

 

( ) ( ) ( )
1 1

2

1 1

, , ,k iLAE i j i j
 

     
=− =−

= + +     (36) 

 

The matching degree of the local area LAMk (i, j) can be 

expressed as:  

 

( )

( ) ( ) ( )

( ) ( )

1 1

, ,

1 1

, ,

,

, , ,

, ,

k

i P i Q

k P k Q

LAM i j

i j i j

LAE i j LAE i j

 

        
=− =−

+ + + +

=
+

   (37) 

 

Next is to define the matching threshold φ for images. In an 

area, if the matching degree between two images is smaller 

than φ, then the two images have great differences. In this case, 

the central pixel in an area with large local area energy can be 

selected as the central pixel of the image fused from the two 

images. If the matching degree between two images is greater 

than φ, then the two images have little differences. In this case, 

the gray value of the area in the fused image can be determined 

by weighted fusion algorithm. If LAMk (i, j)<φ, then: 

 

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

, , , ,

, , , ,

, , , , ,

, , , , ,

k S k P k P k Q

k S k Q k P k Q

i j i j LAM i j LAM i j

i j i j LAM i j LAM i j

 

 

= 


= 

 (38) 

 

When LAMk (i, j)≥φ, if LAEk,P (i, j)>LAEk,Q(i, j), we have:  
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( ) ( ) ( )

( ) ( )

, , ,

, ,

, , ,

, ,

k S k max k P

k min k Q

i j i j i j

i j i j

  

 

=

+
 (39) 

 

If LAEk,P (i, j)<LAEk,Q(i, j), we have:  

 

( ) ( ) ( )

( ) ( )

, , ,

, ,

, , ,

, ,

k S k min k P

k max k Q

i j i j i j

i j i j

  

 

=

+
 (40) 

 

where, μk,min (i, j) and μk,max (i, j) are weighted fusion operators:  

 

( )
( )

( )

,

1 ,1 1
,

2 2 1

1 ,

k

k min

k,max k,min

LAM i j
i j

o

i j



 

 − 
= −  

−  


= −

 (41) 

 

 

4. EXPERIMENTS AND RESULTS ANALYSIS 

 

 
 

Figure 6. Recognition accuracy curves 

 

To test the convergence and fruit recognition accuracy of 

the improved SSD target detection model, this paper designs a 

comparative experiment between the original SSD and the 

improved SSD on a dataset of fruit maturity monitoring 

samples in the context of agricultural IoT. Figures 6 and 7 

show the recognition accuracy curves and the relationship 

between the number of fruits and recognition accuracy, 

respectively. 

As shown in Figure 6, within 4,000 iterations, the original 

and improved SSD models differed slightly in the recognition 

rate curve of the fruits in the dataset. After 10,000 iterations, 

the improved SSD model achieved a slightly higher 

recognition rate than the original model. As shown in Figure 

7, the recognition accuracy is negatively correlated with the 

number of fruits in each monitoring image. Therefore, a small 

number of fruits per image benefits the fruit recognition 

accuracy. The improved SSD model greatly enhances the 

accuracy of fruit recognition. When the number of fruits was 

greater than 2, the improved SSD achieved a much higher 

recognition rate than the original model. When the number 

increased to 7, the recognition rate of the improved SSD was 

still greater than 90%. 

The accuracy and recall of positive samples (Figure 8) show 

that our agricultural IoT-driven fruit recognition method 

clearly outshined the traditional SSD and R-CNN, a CNN-

based regional method, in the accuracy and recall of positive 

samples. Our method had no significant error, although it was 

not as good as the traditional SSD in the extraction of the 

maturity features of a few fruits. The improved SSD optimizes 

the feature extraction from fruits with size and shape changes. 

 

 
 

Figure 7. Relationship between the number of fruits and 

recognition accuracy 

 

 
(a) Accuracy 

 
(b) Recall 

 

Figure 8. Accuracy and recall of positive samples 
Note: R-CNN is short for region-based convolutional neural network. 

 

Next, the above three models were compared against several 

metrics of size estimation and positioning effect (Table 1). On 

positive samples, the proposed improved SSD model achieved 

an accuracy of 93.74%, a recall of 92.65%, an F1-score of 

93.56%, a Cohen’s kappa coefficient of 93.89%, and a mean 

accuracy (MA) of 93.15%. The MA of our model was 3.33% 

and 1.26% higher than the original SSD and R-CNN, 

respectively. Overall, our SSD model slightly outperforms the 

other two models. 
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Next, the authors further examined how the number of 

layers decomposed by Laplacian pyramid in the agricultural 

IoT-driven fruit image fusion algorithm influences the fusion 

quality. Our method was applied to fuse the monitoring images 

on fruit maturity. Table 2 presents the fused image quality at 

different number of layers. The relationship between the 

number of layers and four objective metrics of image fusion 

effect can be observed from the table, including MSE, mutual 

information, cross entropy, and peak S/N. The four metrics 

gradually improved with the increasing number of layers. 

Considering the effect of computing load, this paper sets the 

number of layers decomposed by Laplacian pyramid to five. 

 

Table 1. Performance metrics of three models 

 

Metric 
Traditional 

SSD 

R-

CNN 

Our 

model 

Accuracy 90.72 92.57 93.74 

Recall 91.75 91.35 92.65 

F1-score 91.46 91.46 93.56 

Cohen’s kappa coefficient 91.34 91.52 93.89 

MA 91.26 92.63 93.15 

 

Table 2. Fused image quality at different number of layers 

 
Number of 

layers 
MSE 

Mutual 

information 

Cross 

entropy 

Peak 

S/N 

2 5.3246 5.0721 0.0600 33.6759 

3 2.7984 5.3256 0.0185 39.5031 

4 1.8823 5.2470 0.0075 42.8254 

5 1.8675 5.2768 0.0068 42.1762 
Note: MSE is short for mean squared error; S/N is short for signal-to-noise 

ratio. 

 

After that, a contrastive experiment was carried out on two 

clear images taken with an interval of 1 week in the dataset of 

fruit maturity monitoring images. The fusion results of five 

fusion algorithms were compared, including traditional 

Laplacian transform, wavelet transform, multiscale transform, 

Ridgelet transform, and our algorithm. The performance of 

these algorithms is compared in Table 3, using metrics like 

mean gradient, information entropy, and peak S/N. 

 

Table 3. Image fusion performance of five different 

algorithms 

 
Name of  

algorithm 

Mean 

gradient 

Information 

entropy 

Peak 

S/N 

Traditional Laplacian 

transform 
2.4356 6.8572 30.1578 

Wavelet transform 2.7523 6.7534 33.6842 

Multiscale transform 2.6862 7.0239 33.7595 

Ridgelet transform 2.6714 7.0458 33.8267 

Our algorithm 2.7527 7.1275 35.7653 

 

As shown in Table 3, the fused images obtained through 

traditional Laplacian transform and traditional wavelet 

transform had problems like dimness, unclarity, ghosting, and 

noises, i.e., the two algorithms achieved poor fusion effects. 

Multiscale transform realized better fusion effect than the two 

algorithms, but did not output sufficient clarity. The images 

fused by Ridgelet transform had fuzzy edges. Compared with 

the other methods, our algorithm can fully preserve the details 

of the original images, and improve the subjective visual 

effects of fruit edges. 

A total of 250 fruit images taken in six months were fused 

by our model to verify its performance of maturity recognition. 

Our model spent 213.10s recognizing all images, that is, 

0.852s on each image. Figure 9 visualizes some of the 

detection results. The recognition rates in the red boxes are the 

final recognition results on orange maturity. 

 

  
(a) (b) 

 

Figure 9. Recognition effects of fruit maturity 

 

 

5. CONCLUSIONS 

 

This paper probes into the image recognition of fruit 

maturity in the context of agricultural IoT. The SSD was 

improved to accurately recognize the size and position of each 

target fruit. Next, the improved Laplacian pyramid was 

adopted to design an image fusion algorithm, which 

effectively compresses the large fruit monitoring images shot 

in the same scene. After that, the authors experimentally 

obtained the recognition accuracy curves, and further explored 

the relationship between the number of fruits and recognition 

accuracy. Furthermore, the accuracy and recall on positive 

samples, and recognition performance of multiple models 

were compared. The comparison shows that our model 

outperformed the other models in positive sample accuracy, 

recall, F1-score, Cohen’s kappa coefficient, and MA. Finally, 

the performance of different image fusion algorithms was 

contrasted, revealing that our algorithm can fully preserve the 

details of the original images, and improve the subjective 

visual effects of fruit edges. 
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