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Abstract

The Dynamic Programming Algorithm (DPA) was devel-
oped in the fifties. However, it is sometimes still used nowa-
days in various fields because it can easily find the global
optimum in certain optimization problems. DPA has been
applied to problems of one, two or three dimensions. When
the dimension of the problem solved by DPA is equal to one
the complexity of the algorithm is polynomial but if the size
is greater than one, the complexity becomes NP complete.
In such cases a practical implementation of the algorithm is
possible only using some approximation. In this paper we
present a novel approximation of the two-dimensional Dy-
namic Programming Algorithm (2D-DPA) with polynomial
complexity. We then describe a parallel implementation of
the algorithm on a recent Graphics Processing Unit (GPU).

1 Introduction

In this paper we describe an approximation of the two-
dimensional Dynamic Programming algorithm (2D-DPA)
and its implementation on a GPU device with CUDA ar-
chitecture. It is well known that the the two-dimensional
dynamic programming algorithm is NP-complete. Hence,
approximate versions are required for its execution. The
approximation we propose here has a polynomial complex-
ity.

The dynamic programming algorithm (DP) is based on
the principle of optimality of Richard Bellman [3] and it is
an elegant method for finding the global solution to certain
optimization problems. Although the optimization problem

with dynamic programming was originally formulated as a
continuous variational problem, later it was first discretized
and then solved as a combinatorial problem (namely dis-
crete) optimization [1]. The application of the dynamic pro-
gramming algorithm requires that an optimization problem
is formulated as a series of simpler problems. The global
optimum is obtained by the sequence of local optima. A
classic example is to align two sequences of symbols, which
has found application in speech recognition [21] and bioin-
formatics [30].

DP has been applied to various problems of pattern
recognition and computer vision [1, 9]. Although there are
many other optimization techniques, DP is an ideal tech-
nique to solve many discrete optimization problems such
as inventory management, scheduling of activities or pack-
aging of objects. Recently Buchanan and Fitzgibbon [4]
describe an algorithm that processes multiple hypotheses
for tracking mobile objects with dynamic programming. In
[31, 15] methods for computing the disparity map of stereo
images with dynamic programming are described. Further-
more, the elastic comparison between images as described
for example by Uchida [29] is a typical application of the
two-dimensional dynamic programming.

While DPA was originally used as a method to efficiently
solve optimization problems, [3], Angel [2] uses the ana-
lytical DP to smooth iterpolated data. Serra and Berthod
[22] and Munich and Perona [19] use the DP algorithm
for aligning non-linear one-dimensional patterns. Most re-
cently, Uchida et al. [25] use DPA for tracking objects.

The algorithm of DP (and its extension, the stochas-
tic programming, namely the Hidden Markov Models) is a
classic technique for recognizing the spoken voice [21] and
for the recognition of printed characters [17].
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Many researchers have extended one-dimensional dy-
namic programming algorithms (1D-DP) to the two-
dimensional case. The comparison of images by two-
dimensional DPA has been described for example in [16,
26], but the authors have met the computational difficulties
due to the NP completeness of the problem [14].

To address this computational difficulty, different ap-
proximation strategies have been proposed, with the aim of
arriving at a solution with polynomial complexity but with
a lower level of optimization. The approximation type de-
scribed in [13] limits the flexibility of the correspondences.
Another approximation strategy consists in the partial omis-
sion of the mutual dependence between four adjacent pixels,
such as the tree representation described in [18].

All elastic comparison algorithms between patterns are
based on dynamic programming as a method of combinato-
rial optimization. A recent overview by Felzenszwalb et al.
[10] emphasizes that the use of dynamic programming as a
discrete optimization method is versatile, and arises in very
different low-level and high-level vision problems.

This paper is organized as follows. In Section 2 vari-
ous applications based on DPA implemented on CUDA ar-
chitecture are described. Section 3 describes dynamic pro-
gramming algorithms in one and in a two dimensions. In
Section 4 we describe a two-dimensional DPA approxima-
tion algorithm with polynomial complexity. This as an im-
provement of well-known argumentation that state that 2D-
DPA has an exponential complexity. Section 5 reports the
CUDA-based implementation of our proposed approximate
2D-DPA algorithm. Finally, in Section 6, we report con-
cluding remarks and hints on future work. An extended
version of this work appears in [7].

2 Related Work

The two-dimensional dynamic programming algorithm
requires a large number of computations. For this reason
many authors have implemented the algorithm in parallel
form on Graphics Processing Devices (GPU). The main
problem that have been considered is how to find the best
way to parallelize the 2D-DPA.

Many problems have been solved with the 2D-DPA al-
gorithm. For example, the problem of finding the dispar-
ity between stereo images, the problem to compute a dis-
tance between images using the so-called elastic matching
method, or several discrete numerical problems have been
addressed using the two-dimensional dynamic program-
ming algorithm. In 2007, a dynamic programming algo-
rithm to solve the problem of finding the disparity between
stereo images has been implemented on an ATI Radeon
X800 GPU, one of the first GPU devices [11]. In 2009,
Xiao et al. [32] address the problem of how to map the dy-
namic programming on a graphics processing unit. They

propose a fine-grained parallelization of a single instance of
the DP algorithm that is mapped to the GPU. In the same
year Congote et al. [6] compute the map of depth from
stereo images for three-dimensional display on a GPU using
dynamic programming. They use an NVIDIA GPU com-
mercially available in that year, in particular the model GTX
295, achieving an execution speed of 25 frames per second.
The heart of their work was the use of optimized algorithms
for a GPU execution with stable depth maps and little noise.
In 2010, Steffen et al., [23], describe their change to the
numerical software environment called Algebraic Dynamic
Programming consisting of different optimization problems
solved with dynamic programming. Their change has been
the implementation of the dynamic programming based al-
gorithms on a GTX 280 GPU. The authors report that the
speed-ups range, depending on the application, from about
6 to about 25. Stivala et al. [24] published an article in 2010
that shows how to parallelize any DPA on a multicore com-
puter with shared memory by means of a hash table with-
out using primitives for mutual exclusion lock. The authors
adopted this strategy: initially they create multiple threads
that compute top-down DP recursion storing the result in a
hash table with no spin-lock.

3 One- and Two-Dimensional DPA

Dynamic Programming is often explained using the edit
distance, which measures the number of insertions, dele-
tions and substitutions required for matching two sequences
of symbols [20]. In other words the edit distance is a way to
measure the similarity of two strings or to align two strings.
The edit distance has many applications, for example in
bioinformatics [8] or in natural language [12]. The edit dis-
tance algorithm is described as follows. Given two one-
dimensional sequences, A = (a1, a2, ..., ai, ..., aN ) and
B = (b1, b2, ..., ..., bj ...bM ), the path M 0 from the cell
(1, 1) to the cell (N,M) of the A � B space that gives the
minimum accumulated distance represents the mapping of
one sequence relative to the other. The path is formed by a
series of points in such a way that each point k of the path
corresponds to a pair of coordinates of the two sequences,
M 0

k = (ik, jk). The distance between the two sequences
is the sum of the local distances d(M 0

k) between the two
addressed elements of the sequences, aik , bjk , computed
along the path M 0, or

P|M 0|
k=1 kaik � bjkk, where |M 0| is the

length of the path M 0, namely the number of points k. The
distance k.k depends on the problem under examination.

The mapping between the two sequences is the path
along which the final accumulated distance is minimum. Fi-
nally, the distance between the two sequences is the mini-
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mum accumulated distance:

D(A,B) =
min
M 0

P|M 0|
k=1 d(M 0

k)

|M 0| =

=
min
M 0

P|M 0|
k=1 d(ik, jk)

|M 0| =
min
M 0

P|M 0|
k=1 kaik � bjkk

|M 0| (1)

We note that the factor at the denominator is used to nor-
malize the distance in respect of the length of the optimal
path, which may be different. The optimization problem
described in (1) is solved by the dynamic programming al-
gorithm. In each point of the A�B space the accumulated
cost distance D(i, j) is updated using the recursion shown
in (2).

D(i, j) = min

8
<

:

D(i� 1, j � 2) + 2d(i, j � 1) + d(i, j)
D(i� 1, j � 1) + 2d(i, j)
D(i� 2, j � 1) + 2d(i� 1, j) + d(i, j)

(2)
where D(0, 0) = 2d(0, 0). The recursion (2) expresses

the optimality principle of dynamic programming. This
type of recursion is the symmetric form of dynamic pro-
gramming. It is important to remark that using the recur-
sion (2) the length of the optimal path length just mentioned
above, which is the normalization factor, is the sum of the
lengths of the sequences A and B, namely N + M . The
recursion reported in (2) is graphically shown in Fig. 1.

d(i,j)D(i-1,j)

D(i-1,j-1) D(i,j-1)

2

2

2

D(i-1,j-2)

D(i-2,j-1)

Figure 1. Graphical Representation of DP Re-

cursion

The recursion described in (2) can be implemented ac-
cording to the following pseudocode, where we call U, V,
W, the accumulated cost distances computed at the points,
respectively, D(i� 1, j � 1), D(i, j � 1) and D(i� 1, j).

for i = 0 to N

for j = 0 to M

{

Wval=score[j]; Wfree=free[j];

if( (Wval+dij)<(Uval+2dij)) && Wfree)

if(Wval<=Vval)||(!free) {

Vval=Wval+dij;/

*

W

*

/

Vfree=0;

}

else {

Vval=Vval+dij; /

*

V

*

/

Vfree=0;

}

else {

if(Vval+dij)<(Uval+2dij) && Vfree)

{

Vval = Vval + dij;/

*

V

*

/

Vfree = 0;

}

else {

Vval=Uval+2dij;/

*

U

*

/

Vfree = 1;

}

score[j]=Uval; free[j]=Ufree;

Uval=val;

}

final distance = score[M]/(N + M);

As shown in the above pseudocode, after the recursion
(2) is applied to all the (i, j) points of the A � B space,
equation (1) becomes:

D(A,B) =
D(N,M)

N +M
(3)

where D(N,M) is the final distance between the two
one-dimensional sequences, namely the distance accumu-
lated to the point (N,M). The sum N +M at the denomi-
nator is the normalization factor.

It is important to remark that the constraints shown in
Fig.1 and represented by the Ufree, Vfree and Wfree vari-
ables of the above pseudocode cause that the optimum map-
ping path can not have two consecutive horizontal or verti-
cal movements. Thus, as stated in [21], unrealistic mapping
paths are avoided.

Since the path M 0 is the optimal mapping between the
two sequences, it can be used to align one sequence onto
the other, which can be performed by inserting or removing
a point of one sequence according to the horizontal or ver-
tical moves. This operation is called warping. The goal of
the warping is to stretch or shrink one sequence to make it
identical to the other.

We now extend the derivation of a distance between two
one-dimensional sequences given above to the derivation of
a distance between two two-dimensional sequences, namely
the images, X = {x(i, j)} and Y = {y(u, v)}. For that, we
introduce a mapping plane M”, M” = {m(k, l)}, which
maps the two images from the first row of the two images
to the last row of the two images. Each of the elements of
M” correspond to a pair of coordinates of pixels of the two
images, namely M”k,l = m(k, l) = ((i, j)k,l, (u, v)k,l).
Similarly to the one-dimensional case, a distance between
the two images can be defined as reported in (4).

D(X,Y ) =
min
M”

P
k

P
l d(M”k,l)

|M 00| =

=
min
M”

P
k

P
l kx(i, j)k,l � y(u, v)k,lk

|M”| (4)
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where, as before, |M”| is a normalization factor.
The plan M” that solves equation (4) is a mapping be-

tween the two images. Using the mapping M” one can
stretch and shrink an image for overlapping it onto the other
one. Similarly to the one-dimensional case this operation is
called warping between images.

However, it has been shown that the optimization de-
scribed in (4 ) is NP-complete. As previously mentioned,
many authors have developed 2D-DPA algorithms using
various approximation strategies to make them computa-
tionally tractable. The algorithm developed by Levin and
Pieraccini in 1992 has a complexity of O(N4N ), assuming
that N is the height and width of the images [16]. Uchida
et.al described in [27] and in [28] a two-dimensional dy-
namic programming algorithm with O(N39N ) complexity.
Uchida and Sakoe described in [29] various elastic match-
ing algorithms proposed so far, seven of which are based on
dynamic programming.

In the following section we describe an algorithm with a
complexity of O(N4).

4 Approximate Two-Dimensional DPA

In this Section, we provide the main contribution of our
research, i.e. the approximate 2D-DPA.

The algorithm proposed here for the mapping of images
is based on the one-dimensional DPA described in Section
3. Consider an image as a vector whose elements are the
rows of pixels of the image itself. Let us indicate with x(i, :
), y(i, :) the i-th row of pixels of the images X , Y . The X ,
Y images are thus described as reported in (5).

X = [x(1, :), x(2, :), ..., x(i, :), ..., x(N, :)]T

Y = [y(1, :), y(2, :), ..., y(j, :), ..., y(N, :)]T
(5)

In (5) the images are assumed for simplicity of the
same size. The idea of this paper is to apply the one-
dimensional DPA algorithm on the two sequences X and
Y . We remark that each element of these sequences is
an entire row of pixels. The i� th row of X is x(i, :
) = (xi,1, . . . , xi,n, . . . , xi,N ) and the j� th row of Y
is y(j, :) = (yj,1, . . . , yj,m, . . . , yj,N ). The distance be-
tween two elements of X , Y or, in other terms, the distance
between two rows of pixels is again performed with one-
dimensional DPA. The application of (1) to x(i, :), y(j, :)
becomes (6).

d(x(i, :), y(j, :)) =
min
M 0

P|M 0|
l=1 d(M 0

l )

|M 0| =

=
min
M 0

P2N
l=1 kxi,nl � yj,mlk

2N
(6)

On the other hand, the application of 1 to X , Y results
in (7). In this case the map M 0 is between all the rows of X
and Y . As before, |M 0| is the length of the path of the M 0

map.

D(X,Y ) =
min
M 0

P
k d(M

0
k)

|M 0|
=

min
M 0

P
k d(x(i, :), y(j, :))

|M 0|
(7)

Substituting (6) in (7) we obtain the final expression re-
ported in (8).

D(X,Y ) =
min
M 0

P
k

min
M0

P
l d(M

0
l )

2N

2N
=

=
min
M 0

{
P2N

k=1 min
M 0

P2N
l=1 kxi,nl � yj,mlk

4N2

(8)

Clearly, the two min operators represent the fact that for
computing the optimum path between images with DPA,
other optimum paths between the rows are computed with
DPA. Recall that we assumed the images are N ⇥N pixels,
then the length of the optimal path between the two images
is 2N . Local distances at any point in this process are ob-
tained with other 1D-DPA with paths length equal to 2N .
The total length is the sum of 2N along the long path 2N ,
giving the term 4N2 at the denominator of (8).

The algorithm is approximated since it is not guaranteed
that the warping function is continuous. In fact, the one-
dimensional DPA aligns the rows independently of each
other. This means that the algorithm can be successfully
applied if the difference between the two images is some-
how limited.

5 CUDA-based Implementation of Approxi-
mate 2D-DPA

Our approximate realization of 2D-DPA is the following:
we compute a 1D-DPA between each row of an image and
each row of the other image. A matrix of distances between
rows is then computed. On this matrix another 1D-DPA is
applied. This process is described by equation (7). In Fig. 2
we show how the distance matrix is computed: between i-th
row of the first image and the j-th row of the second image
a 1D-DPA is computed to fill the (i,j) matrix element.

Let us look at Fig.3. It represents a matrix of threads.
The elements xi,0, . . . xi,3 is the i�th row of the X image,
assuming that its length is 4, and the elements yi,0, . . . , yi,3
is the j�th row of the Y image.

Each cell of the matrix computes the DPA recursion.
Thus, the accumulated distance at cell (3, 3) is the distance
between the two rows. In Fig.3 we indicate with arrows the
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Figure 2. Approximate Mapping Between Two

Images

i=2

j=2 (i-1,j)

(i-2,j-1) (i-1,j-1)
(i,j-1)

(i-1,j-2)

Figure 3. A Matrix of Threads

element (2,2). The corresponding element is indicated with
a black square. it is obvious from the DP recursion that
the computation of the accumulated distance D(2, 2) can
be performed only if the distances in the elements whose
coordinates are marked between round brackets are already
available. This means that the only possible sequence of
elements that can be computed in parallel, i.e. simultane-
ously, is the sequence of elements drawn in black in Fig.3.
The parallel computation of elements to the final (M,N)
point thus proceeds according to diagonal sequences of ele-
ments as depicted in this figure.

Fig. 4, shows how the algorithm can be mapped on the
GPU. In this figure, on the vertical axis, a series of image
rows, each with 4 elements, are reported. The horizontal
models are processed one at a time, from left to right. The
figure shows the situation relating to the third horizontal el-
ement. The figure shows that all cells drawn black in the
Fig. 4 can be computed simultaneously.

From the above it is evident that the parallel implemen-
tation is implemented taking account of all models at once.
This is accomplished with a single while cycle explor-
ing the number of iterations required to complete the matrix
minimum, whose size is equal to DimX + dimy- 1, where
DimX and dimy are the width and height of the matrix.

Since now all of the comparisons matrices are considered

simultaneously, the number of iterations needed to complete
the calculation is the size of the larger matrix.

Figure 4. Simplified Representation of the Map-

ping af the Algorithm on GPU – each black cell

represents a thread; horizontal and vertical pat-

terns will be image rows

The following pseudocode shows how we call the kernel.

for (r=0;r<N;r++) {

for (iter=0;iter<=N;iter++) {

1D-DPA<<N, iter+1>>>(r,iter, d_cell, ...);

}

for (iter=N-1;iter>=1;iter--) {

1D-DPA<<<N,iter>>>(r,iter, d_cell, ...);

}

}

The rows of an image are indicated by the variable r,
which is reported in the outer loop. The one-dimensional
dynamic programming used to compute the distance from
one row to the other is carried out in the inner loops. The
first inner loop creates a thread for each block, the second
creates two threads, the third creates three threads and so
on, up to N .

At this point it is important to point out three things.

• first, to prevent the transfers of images from the Host,
which would slow down the calculation, all the images
are initially loaded in the global memory of the GPU

• second, the operation realized by the above pseudo
code computes the matrix of local distances between
all the rows of the two images. These distances are
used in a final dynamic programming to calculate the
distance between the two images as shown by (7).

• the third observation is that if we want to perform the
warping between the two images, in addition to the
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computation of the distance between the two images,
we have to recover the mapping plane between the two
images. This is achieved by backtracing last initial
cell. This means that when calculating the dynamic
programming all the information about the algorithm
choices must be stored in appropriate data structures.
These data structures are used during the backtracing.

In fact, the matrix d cell is a super-matrix that con-
tains all the matrices of the individual comparisons. The
matrix d cell is a three dimensional matrix with indices
x, y, z necessary to specify how to make comparisons. The
main difference in the code of the function 1D-DPA is the
mapping of the block indexes in the three-dimensional co-
ordinates of the matrix. Of course in addition to storing
the decisions taken by the algorithm when processing the
distance matrix we must also store those taken during the
confrontation between the lines.

In the following we report the pseudocode of the kernel
that runs the 1D-DPA algorithm between the lines of the
two matrices on the GPU.

__global__ void 1D-DPA(int nrtemp, float

*

d_pdati, float

*

d_cell, ...)

{

int z=blockIdx.x/N;

int y=blockIdx.x \% N;

int x=d_x[blockIdx.x];

int i=y + x

*

N + (d_FrCum[z]

*

N);

float dxy, Uval, Vval, Wval;

char Wfree, Vfree;

if ((d_checkflag[i]==1) || (y==0 && x==0)) {

if ((y==0) && (x==0)) {Uval=0; Vval=1000; Wval

=1000; Wfree=0; Vfree=0; }

else if ((y==0) && (x!=0)) {

Uval=1000;

Vval=1000;

Wval=d_cell[i-N];

Wfree=d_bWfree[i-N];

Vfree=0;

}

else if ((y!=0) && (x==0)) {

Uval=1000;

Vval=d_cell[i-1];

Wval=1000;

Wfree=0;

Vfree=d_bWfree[i-1];

}

else {

Uval=d_cell[i-N-1];

Vval=d_cell[i-1];

Wval=d_cell[i-N];

Wfree=d_bWfree[i-N];

Vfree=d_bWfree[i-1];

}

dxy=d(z,nrtemp,x,y,d_pdati);// distance between

pixels

if ( ( (Wval+dxy) < (Uval+2

*

dxy) ) && ( Wfree==1 )

)

if ( ( Wval <= Vval ) || ( bfree==0) ) {

Vval=Wval+dxy; // choose W

d_bWfree[i]=0;

}

else {

Vval=Vval+dxy; // choose V

d_bWfree[i]=0;

}

else {

if( ( (Vval+dxy) < (Uval+2

*

dxy) ) && (

Vfree==1 ) ){

Vval=Vval+dxy; // choose V

d_bWfree[i]=0;

}

else {

Vval=Uval+2

*

dxy; // choose U

d_bWfree[i]=1;

}

}

d_cell[i]=Vval;

if (x<d_nftemp[z]-1) {

d_checkflag[i+1]=1;

d_checkflag[i+N]=1;

d_x[blockIdx.x]=d_x[blockIdx.x]+1;

}

else if (x==d_nftemp[z]-1 && y<N-1) {

d_checkflag[i+1]=1;

}

else if (x==d_nftemp[z]-1 && y==N-1) {

d_res[z]=Vval;

}

}

}

There are other important points to consider.

• Recall that when a kernel is started, all the threads exe-
cute the same code. However not all of the threads can
execute simultaneously, but only those for which the
input data have been already computed. So we have
to solve this kind of synchronization. The solution that
was adopted in this work is simply to use Boolean vari-
ables, in particular the variables dcheckflag[], which
are set equal to true when the data are available, and
false otherwise.

• The second observation is related to the use of the flag
Wfree and V free. These flags are used to impose
a path that can not have two consecutive horizontal or
vertical movements. These paths are in fact considered
incorrect.

6 Conclusions and Future Work

In this paper we describe an approximation of the two-
dimensional dynamic programming algorithm in order to
make it computationally feasible. The algorithm has been
mapped on a recent GPU device. A first example of appli-
cation of the algorithm can be the automatic analysis of the
inclination of handwritten characters. Finding the degree
of inclination could be used to infer the physical or men-
tal state of the writer. This work will continue to develop
other types of mapping the 2D-DPA on the CUDA archi-
tectures in order to reduce the execution time. On the other
hand, another research direction consists in enriching the
proposed framework with innovative features such as adap-
tiveness (e.g., [5]) and support for big data processing (e.g.,
[33]).
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