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Abstract— Large social Networks have marketing potential to
spread information about interesting events to suétble audiences.
However, huge network sizes and varieties of inforation

available are obstacles to reach the desired goalhis paper

investigates the hypothesis of computable Interesiijness as a
criterion to focus on suitable audiences for any géen event.
Interestingness is calculated by combining two funions:

Relevance and Surprise. A generic software tool hadeen
developed as an experimental testbed to interact thi any social
network. Its inputs are the event characterizationand audience
candidates for the given event. Two results validat this work’s

hypothesis: first, audience candidates who actuallyisited the
event site, have on the average a bigger computegtérestingness
than the rest of the population; second and most iportant,

computed Interestingness better differentiates evérsite visitors,

actually interested in the Event, from non-visitors while

Relevance alone, does not distinguish so-well bewvevisitors and
non-visitors.
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. INTRODUCTION

Social Networks, by labeling their members with coom
interests, have the potential of efficiently mankgt specific
events. On the other hand, their huge sizes avidgpation of
information types are impediments to reach therddsgjoals.

Our working hypothesis is that a computable Intargeess
criterion focuses on suitable audience candidatesfchosen
event, overcoming the sizes obstacle. Having a ctele
Interestingness, one automates its usage with tavaref tool.
This tool is an experimental testbed for the wogkirypothesis.

The goal of this paper is to validate the workingdthesis
by comparison of the calculated Interestingnessh wte
behavior of audience candidates. The validationegxgent
consists of: 1) Send information items to audieraredidates; 2)
Compute the candidate’s interestingness relativéhéo given
event; 3) Compare it with the candidate actionisitimg or not
the Event Web site.
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1. RELATED WORK

We concisely review the literature related to lagtingness,
its applications, and internet agents within soe&tivorks.

A. Interestingness Concepts and Applications

Overviews of Interestingness measures for DatarMimind
knowledge discovery are given by Geng et al. [6&] BttGarry
[11]. Interestingness approaches are describedubiilin [13]
in the Klosgen and Zytkow Handbook [9].

Criteria to determine interesting rules/patternsegated in
data mining are discussed by Lenca et al. [10].

Exman, in 2009, [2] defined Interestingness asoalyet of
relevance and surprise. This definition has beeboelied in
Web search software tools such as the one desdrijéf

B. Social Networks Applications

Social network bots, i.e. software robots, are uibigs, as
seen in the book on Twitter and Society by Welleale [14].
Of particular interest is the Twitter Accounts ctep by
Mowbray [12], describing Twitter marketing bots. riy et al.
[7] analyze shop-bots, advising online shoppersiapooducts
and prices.

It is essential to distinguish bots from humansu @hal. [1]
deal with this issue. Gilani et al. [8] also aimbat recognition.
Ferrara [5] reliably classify bots despite similaehavior to
humans. Exman et al. [3] explored bot survivabilitithin a
human social net, as a kind of anti-Turing test.

I1l.  INTERESTINGNESS

Here we give generic and specific Interestingness
definitions. Then, events and candidates are cteaizaed.

A. Interestingness Definitions
The assumptions behind the Interestingness definétie:

Domain of interest choice is arbitrary — one may
express interest in pre-Columbian archeology or in
Jazz music; any choice is a matter of personattast

2. Unusual items attract more attention than average
items — unusual items should be given more weight
than average ones, when computing interestingness.



Interestingness is a two function composition: tHeelevance
of an item to a domain chosen by one’s persong tasd the

IV. THEAUTOFOCUSSYSTEM SOFTWAREARCHITECTURE

Surprise caused by most unusual items, among the relevantThe AutoFocus software tool aims to automaticagist tthe

ones. We simplify it to be just a commutative nplitiation:
Interestingness= Relevance* Surprise (1)

In this work an item is a candidate for a confeeeagent, in
a given domain.Relevance measures to what extent th

focus on targets within an event by computing kEgéngness.
A. Overall Experimental Client-Server System

The experimental system client-server architectior&ig. 2)
enables server interaction with the remote usemtafeough the
Web. The server interacts through a Restful APIhwite
ButoFocus tool, each having its own database.

candidate fits the event audiencirprise measures to wha
extent the candidate for a conference event istandig,
relatively to the average candidate for this event.

There exist several specific functions to calcuRétevance
and Surprise. A well-known formula i$fldf used in data
mining. Tf, Term Frequency, expresses Relevance, based |
the chosen term frequency in a given documkdft. Inverse
Document Frequency, expresses Surprise, or ragtyinverse
ratio of relevant documents relative to all exardidecuments.

In this work match and mismatch, respectively stand fori
Relevance and Surprise. These functions companedeeysets
for each Candidat€ with the keyword set for Everit. Match
calculates a similarity measure of the input sets,keywords

appearing in the intersectidn of these sets:

User
Agent

‘ Internal ‘
Database

Database

Match=CNE (2)

The output is the number of intersection elemehts andC.
Mismatch calculates the sets’ dissimilarity, viz. a symriget
difference A betweenE andC. It is the unionlJ of the relative
complements of these sets:
3)

Mismatch=CAE=(C-E)U(E-C)
The final formula is normalized by a factor NorntFassure
results independence of set sizes:
Match * Mismatch

Interestingness =
NormF

(4)

B. Characterization of Events and Candidates

The keyword sets characterizing an event are addain
from its Call-for-Papers after filtering stopword=. frequent
words such as conjunctions and articles, “and”e"ttwhich
are not domain specific. Candidate characterizatisn
similarly obtained, and schematically seen in Eig.

Figure 1. Schematic Match and Mismatch diagrafd is the Event set (dark
blue). C is the candidate set (light blue). Match is theersectionCAE (in
yellow). Mismatch is the union between the relatieenplement€-E andE-C.

I

Figure 2. Overall Experimental system client-ser8eftware Architecture —
This system has three component&isar client agent and itsServer and the
system core, th&utoFocus tool. Both the Server and the AutoFocus tool have
their own Database, and they communicate througésaful API.
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Figure 3. AutoFocus Software tool Architecture —eTimain sub-system (in
yellow) has four modules. Two infrastructure modul€ore and Cache; two
essential modules: generic API Access and the Fumgctmodule. Outside the
main sub-system we emphasize the Social Net ARdrigrspecific Social Net.

Listener

B. AutoFocus Tool Generic Architecture

The architecture goal is to clearly separate a PRI
interface from any specific social net API. Assugthat social
networks have much in common, one replaces anyif&pec
social net attached to the AutoFocus tool by ahgiobne, with
minimal or no modification of the generic API irfiere. The
generic Functions Module, is also usable with atya net.

The AutoFocus architecture, in Fig. 3, is composéd
infrastructure (Core and Cache Modules) and esdenti



functionalities (General API to access any socithwork and b- The averag®éatched_Only does not distinguish so-well

Functions Modules). The AutoFocus tool is implersenin visitors from non-visitor candidatesSurprise within

Java. The Interestingness calculator is programm@gthon. Interestingness is significant.

. o Typical search techniques look for similaritieshnét pattern.

C. Automation Criteria The Relevance function does exactly this. Thigeasible with a

Messages are automatically sent to social net mestipe comparison standard. But, when searching somegiotentially

some basic criteria: @round freguency (e.g. once in 24 hours)interesting, and not sure about its existence, ithowt an

upon which actual communication is randomized;d)dom available standard, using Relevance alone is iitdfieas

latency with a lesser order of magnitude than the ground

frequency (e.g. order of minutes); rogssage variation specific

message contents are sent only once to each target.

The importance ofnterestingness for searching — either in
the Web or in other large data depositories — andotusing on
candidates for a certain Event resides inS$heprise function.
This work's experiment points out to the featunaf even when

V. RESULTS ANDDISCUSSION : ; : o ;
) o . a standard ruler is available, Interestingnesshidliing Surprise
Starting from a small initial candidate set, thetdkocus _ affords advantages in order to focus on suitiébies.

tool scans the net searching for new members detatprevious
candidates; the new members_are added to the mediist and D. Future Work & Main Contribution
the process continues recursively. Messages aieelgcsent . _ L :
and passively received, while calculating Interegiess values. ~ Future work includes: time-axis distribution; measg
larger samples; usage of other Interestingnesessions such
A. Geographic Distribution Results as Tfldf; more precise statistical criteria for Ibysés;
. o experiments with other events.
The countries distribution for a sam_ple of AutoFecu The main contribution of this paper, besides Autfotool
contacts (received/sent messages) is seen in Fitnese are: a)generic development, is to test the independentiypited

Asia — 8 countries, 8 contacts; Burope — 14 countries, 534£terestingness as a criterion to focus on canedatith real

contacts; c)No_rth Arn;orica.— Canada, USA, .34 contacts; terest in a certain event, viz. Event Web sgisgor candidates.
Other — from Africa, Oceania and South America.
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