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Abstract—Recently, deep learning models have emerged as
powerful tools for relation extraction. However, little work has
been done on relation extraction for the Chinese language. One
major challenge for relation extraction in Chinese texts is that
Chinese sentences have no obvious word segmentation. This
ambiguity increases the possibility of word segmentation errors.
Another challenge is the lack of broad-scale Chinese text datasets.
In this paper, we propose an attention-based multi-instance
multi-label bidirectional long short-term memory network for
distantly supervised Chinese relation extraction. Our model takes
Chinese character embeddings and position embeddings as input
without Chinese word segmentation errors. Then, the attention
mechanism is used to extract richer Chinese character and
sentence features. Finally, we handle the multi-label nature of
relation extraction by using multi-label loss functions in the
neural network classifier. Based on the idea of distant supervision,
we constructed a new dataset for relation extraction in Chinese
texts. Experiments on this dataset show that our method has
achieved relatively high performance, and that the proposed
network architecture is suitable for Chinese relation extraction.
Furthermore, we also ran experiments on a popular English
benchmark dataset, and the results show that our method is
superior to some existing methods.

Index Terms—Chinese relation extraction, distant supervi-
sion, attention, bidirectional long short-trem memory net-
work(BLSTM).

I. INTRODUCTION

Relation extraction is the detection and identification of
semantic relations between natural language text entities [1].
The relation extraction problem can be formally described as
follows. Given a sentence s and two entities, e1 and e2, in s,
predict the relationship type r of e1 and e2 in the sentence
s. The candidate set of r is a predefined relation set R, and
the output is usually a triple (e1, e2, r) [2]. As one of the key
tasks of natural language processing (NLP), relation extraction
has high significance for many applications of NLP, such as
question answering and knowledge graphs [3].

Distant supervision is proposed to automatically generate
labeled training data by aligning knowledge bases and text
for relation extraction [4]. The main idea of distant su-
pervision is that if two entities have a relationship in the
knowledge base, then all sentences containing the two entities
will represent this relationship. Distant supervision solves
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the problem of constructing labeled training data and saves
human resources needed for manually labeling data. However,
since a sentence containing two entities does not necessarily
represent a corresponding relationship, a large amount of noise
data is inevitably introduced. Therefore, distant supervision is
modeled as a multi-instance multi-label classification problem
[5]- [7]. In recent years, deep learning models have been
applied in relation extraction [8]. The most commonly used
models for relation extraction tasks include recursive neural
networks (RecNN) [9], convolutional neural networks (CNN)
[10], recurrent neural networks (RNN) [11]. Moreover, LSTM
network is an improved variant of RNN that has been widely
applied to natural language processing tasks and has achieved
good performance [12]. Adding an attention mechanism to
the model and weighting the data sequence can effectively
improve sequence learning and boost the system performance
[13] [14].

The research on relation extraction for Chinese texts is
relatively less common than that for English ones [15]. This
scarcity can be ascribed to three main difficulties of Chinese
relation extraction. Firstly, there is no obvious separation
between Chinese words; Chinese words are composed of char-
acters whose combinations are highly complex and ambiguous.
Secondly, current Chinese word segmentation systems still
have considerable errors that introduce noise into the relation
extraction task. Finally, there is a lack of a Chinese corpus for
relation extraction.

In this paper, we propose an attention-based multi-instance
multi-label bidirectional long short-term memory network
(ATT+MIML+BLSTM) for distantly supervised Chinese texts
relation extraction. It is sufficient to use raw Chinese sentences
as input. The BLSTM and character-level attention modules
are used to obtain the important semantic information in each
sentence, and then the final sentence vector representation
is obtained through sentence-level attention. Also, the multi-
label loss function is used in the network model to deal
with overlapping relations. In view of the lack of a Chinese
dataset, and based on the distant supervision concept, we used
CN-DBpedia of Fudan Knowledge Factory 1 to obtain the
identified entity pairs, and aligned them in the SogouCS2012
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news text corpus 2 to construct a large Chinese character
relationship dataset. The model proposed in this paper is
evaluated on this constructed dataset as well as on an English
benchmark dataset. The results show that the proposed model
is suitable for relation extraction in Chinese texts and achieves
good performance.

The contributions of this paper are summarized as follows:
• Proposing a deep learning model for distantly supervised

relation extraction in Chinese texts.
• Using Chinese character vectors as model inputs to avoid

introducing Chinese word segmentation noise into the
relation extraction process.

• Making full use of the information of each word in the
sentence and all the sentence information with the same
entity pair, and handling the overlapping relationships of
entity pairs.

• Performing extensive experiments on Chinese and En-
glish benchmark datasets showing the suitability and
good performance of our model for relation extraction
in both languages.

II. RELATE WORK

Over the years, many methods for relation extraction have
been proposed. These methods can be mainly divided into
three categories: supervised, semi-supervised and unsuper-
vised approaches. Supervised approaches treat relation ex-
traction as a classification task and typically exhibit better
performance in comparison to other approaches. However, su-
pervised methods are very time consuming and labor intensive
since they require a lot of labeled data. Distant supervision can
solve this problem through automatic data labeling. However,
distant supervision can cause false labeling problems. Riedel
et al. [5]models distant supervision as a multi-instance single-
label problem and selects for each entity pair. Furthermore,
Hoffmann et al. [6] and Surdeanu et al. [7] noted that there
might be multiple relations between entities and hence they
cast relation extraction as a multi-instance multi-label learning
problem.

Recently, with the emergence of deep learning, many schol-
ars have begun to use deep learning to automatically learn
features. In NLP, deep learning methods are mainly based on
learning the distributed representation of each word, which is
also called a word embedding [16]. Zeng et al. [17] proposed
a convolutional neural network for relational classification.
Furthermore, Zeng et al. [18] combined at least one multi-
instance learning scheme with a neural network model to
extract relationships using distant supervision. Zhou et al.
[19] used a neural attention mechanism combined with a
bidirectional long-term memory network (BLSTM) to obtain
important semantic information in sentences. Lin et al. [14]
showed that the establishment of a sentence-level attention
mechanism for dynamically calculating the weights of multiple
instances can be very effective in distantly supervised data.
Jiang et al. [20] used the maximum pool across sentences

2http://www.sogou.com/labs/

to select features in different sentences, then aggregated the
most important features into the vector representation of each
entity pair. In addition, they addressed relation extraction
as a multi-label problem. Jat et al. [21] combined multiple
complementary models to improve relational extraction, and
introduced a new distantly supervised dataset that eliminated
the test data noise present in all previous benchmark datasets.
Feng et al. [22] applied reinforcement learning to distantly
supervised relationship extraction. Relevant side information
from KB has been utilized for relation extraction [23] [24].

In the study of Chinese texts relation extraction, lexical and
syntactic features are usually used to extract feature vectors,
and the classifier SVM can be used for Chinese texts relation
extraction [25]. The performance of Chinese relation extrac-
tion has been improved by clustering and pattern matching
the feature vectors extracted by dependence relationship and
parts of speech labeled in relational schema [26]. In the works
of [27] and [28], all can reveal that performance of Chinese
relation extraction based on kernel function has obtained
significant improvement. However, The need for amounts of
manually annotated corpora hinders the application of deep
learning methods in Chinese texts relation extraction.

At present, relation extraction research and experiments are
mainly focused on English. This paper focuses on distant
supervision for relation extraction in Chinese texts. Based
on the advantages of previous models, this paper proposes
a multi-instance multi-label BLSTM model equipped with an
attention mechanism. This model can obtain the rich semantic
information of the Chinese sentences and handle overlapping
relations.

III. MODEL

As shown in Fig.1, the proposed ATT+MIML+BLSTM
model consists of three main parts:
• Sentence Representation: Enter raw characters of the

input sentence into the BLSTM model, and use the
character-level attention mechanism to weight the output
of each time step of the BLSTM network. Merge the
character-level features of each time step into a sentence-
level feature vector.

• Entity-pair Representation: Use sentence-level attention
to give different weights to different statements, implicitly
discarding some noise statements.

• Multi-label Classification: Multi-label classification is
performed by using multiple binary classifiers corre-
sponding to a class of relationships.

A. Sentence Representation

Sentence-level features are designed to construct a distribut-
ed representation for each sentence. As shown in Fig.2, we first
convert the Chinese characters in the sentence into real-valued
vectors. The higher features of the sentence are then extracted
by BLSTM. The final character-level attention weights the
output of each time step of the BLSTM The character-level
features of each time step are then merged into a sentence-
level feature vector.



Fig. 1. The architecture of ATT+MIML+BLSTM used for distant supervised
relation extraction.

Input Representation Layer. The input for each sentence
consists of two embeddings:

Character Embedding: Chinese words are composed of
characters, the combinations of which are very complicated.
As well, there is no obvious separation between Chinese
words. Chen et al. [29] observed experimentally that character
features are more suitable for Chinese relation extraction tasks
than word features. Based on this observation, we use character
embeddings to avoid introducing word segmentation errors
into the relation extraction process. The model takes as an
input each raw Chinese character in a Chinese sentence s.
Therefore, given a sentence s = {x1, x2, · · · , xm} consisting
of m Chinese characters, we convert each Chinese character
into a real-value vector by looking up the pre-trained embed-
ded matrix V ∈ Rdw×|V | (where dw is the dimension of the
character embedding and |V | is vocabulary size).

Position Embedding: Position embeddings are used to repre-
sent the structural information of sentences, and two different
dimensional position vectors are constructed by the relative
distances between each Chinese character and the two entities
e1 and e2.

We concatenate all the character embeddings and position
embeddings to get a sequence of vectors w ={w1,w2, · · · ,wm}
(where wi ∈ Rd , d = dw +2× dp and dp is the dimension of
the position embedding) and set such a sequence as the model
input.

BLSTM Layer. The LSTM model can effectively alleviate
the long-distance dependence problem of RNN and CNN, and
it has been improved and promoted recently by Graves [30].
In many problems, LSTM has achieved considerable success
and has been widely used.

In LSTM, the forget gate ft determines how much informa-
tion is discarded in the cell state. The gate has three inputs: xt

is the input of the current time step, ht−1 is the output of the
previous LSTM cell, and ct−1 is the memory of the previous
cell.

ft = σ(Wxfxt +Whfht−1 +Wcfct−1 + bf ) (1)

Fig. 2. Detailed structure of the sentence representation.

where, Wxf , Whf , Wcf , and bf are weight matrices.
The input gate it determines what information will be

updated and has the same input as the forget gate ft:

it = σ(Wxixt +Whiht−1 +Wcict−1 + bi) (2)

where , Wxi, Whi, Wci, and bi are weight matrices.
Then create a new candidate value vector c̃t that will be

added to the state:

c̃t = tanh(Wxcxt +Whcht−1 +Wccct−1 + bc) (3)

where , Wxc, Whc, Wcc, and bc are weight matrices.
Update current cell status ct:

ct = itc̃t + ftct−1 (4)

Finally, how much information is controlled by output gate
ot should be entered into the next LSTM cell.

ot = σ(Wxoxt +Whoht−1 +Wcoct−1 + bo) (5)

ht = ot tanh(ct) (6)

where , Wxo , Who , Wco, and bo are weight matrices.
As can be seen from Figure 2, the BLSTM layer contains

forward and reverse LSTM networks. The output for the ith

Chinese character from the BLSTM layer is combined by the
forward and reverse outputs by element-wise summation:

hi =
[−→
hi ⊕ hi←−

]
(7)

Character-level Attention Layer. Following the approach
of [20], we use character-level attention to capture important
information in sentences and improve the accuracy of sentence
representation. The vector sequence H = {h1, h2, · · · , hm}
output by the BLSTM layer is weighted to obtain the final
representation of the sentence.

First apply a non-linear activation function on hi:

Ni = tanh(hi) (8)

Then calculate the weight of the Chinese characters in the
sentence:

αi = softmax(WTNi) (9)



where, WT is the training parameter.
The vector representation r of the sentence is obtained by

weighting the Ni:

r =

m∑
i=1

αiNi (10)

Finally, a non-linear activation function is applied to r to
get the final representation of the sentence H∗.

H∗ = tanh(r) (11)

B. Entity-pair Representation

Distant supervision produces a lot of noise or mislabeled
data, and direct use of supervised methods to classify rela-
tionships is very ineffective. In order to solve the problem of
mislabeling, this paper proposes the construction of sentence-
level relational attention on multiple instances by using the
selective attention mechanism to weigh sentence vectors and
weaken the weight of noisy instances dynamically [14]. Sup-
pose there is a set S containing n sentences of the same entity
pair, and the set S is represented as having a real-valued vector,
i.e. S = {H∗1 , H∗2 , · · · , H∗n} , where H∗i is the representation
of the sentence obtained in the subsection A.

First, calculate the degree to which a sentence H∗i matches
the corresponding relationship.

Di = H∗i ·A · l (12)

where A is a weighted diagonal matrix and l is the vector rep-
resenting the relationship. Therefore, the size of Di depends
on the size of the mapping of H∗i on l , and sentences that
are more closely related to the entity relationship can achieve
larger values. Then, we can get the weight βi:

βi = softmax(Di) (13)

Then for the sentence set S, it can be calculated as the
weighted sum of all the sentences in the set:

S =
∑
i

βiH
∗
i (14)

C. Multi-label Classification

In this paper, we formalize distant supervision as a multi-
instance multi-label learning problem. In this section, we
will handle the overlapping relationship of entity pairs. The
sentence set vector S obtained in the subsection B, and then
get o through a layer of network:

o =MS + b (15)

where M is the weight matrix of all relational vectors and
b is a bias. Thus o represents the confidence score for each
relation label.

Then, we use multiple binary functions to do multi-label
classification. In particular, we calculate the probability of each
relationship. The relationship label is considered accurate if
the relationship probability exceeds a certain threshold.

pi = sigmoid(oi), i = {1, 2, · · · , k} (16)

where k is the number of relation labels.
We set the binary label vector y to represent the set of true

relationships between pairs of entities, where 1 represents a
relation in the set and 0 otherwise. Finally, we use the cross
entropy of the sigmoid function as the loss function:

loss = −
k∑

i=1

yi log(pi) + (1− yi) log(1− pi) (17)

where yi ∈ {0, 1} is the true value on label i.
We train the model in an end-to-end manner. We use Adam

to optimize the loss function [31]. In the training phase, we
used a dropout mechanism in the BLSTM layer to prevent
overfitting [32]. For the testing phase, our method selects a
relation with a probability of more than 0.5 as a predicted
label.

IV. EXPERIMENTS

A. Experiments on Chinese Character Relationship Dataset

Building Chinese datasets. Using distant supervision, we
can automatically construct a Chinese dataset, which avoids
labor instensive of manually labeling data. The details of these
steps are as follows.

Step 1: Obtain entity pairs with a defined relationship. The
large-scale structured encyclopedia CN-DBpedia, developed
and maintained by the Fudan University Knowledge Facto-
ry Laboratory, is the earliest and the largest open Chinese
knowledge extraction system.We set up a list of seed names,
use the free API provided by the Fudan Knowledge Factory to
obtain the corresponding personal relationships, and then add
the character entities not included in the entity list to the list,
and iterate over and over again.

Step 2: Align the entity pairs with certain relationships with
the Chinese text corpus. The Chinese text corpus uses SogouC-
S from Sogou Lab, which is one of the most comprehensive
Chinese text corpus resources. Pure text is obtained by data
preprocessing through the corpus. The text corpus is aligned
with the entity pairs of the first step to get the statements
containing the entity pairs.

Finally, the dataset contains eight kinds of relationships
(cooperation, friends, couples, parenthood, lovers, faculty-
student, brother and sister, others). We divide the training set
and the test set according to a ratio of 9:1. The training set
contains 220,160 sentences and the test set contains 24,463
sentences.

Experimental settings and evaluation metrics. Chinese
character embeddings are trained on the Chinese Wikipedi-
a corpus by the word2vec tool3.We set the dimension of
character embedding to 100 and the dimension of position
embedding to 5. Position embeddings are randomly initialized
with uniform distribution between [-1,1]. At BLSTM layer,

3https://code.google.com/p/word2vec/



Fig. 3. Performance comparison of our method with three baselines for
Chinese dataset.

TABLE I
COMPARISON OF P@N RESULTS BETWEEN OUR MODEL AND OTHER

MODELS.

PCNN BGWA ATT+CNN ATT+MIML+BLSTM
P@100 0.87 0.91 0.95 0.97
P@200 0.845 0.885 0.93 0.955
P@300 0.817 0.85 0.923 0.946
Mean 0.844 0.882 0.934 0.957

the number of LSTM hidden units is set to 230. Meanwhile,
we use a batch of 64 entity pairs, set learning rate to 0.001
and dropout keep probability to 0.5.

Following previous work [14] [18], We compare the per-
formance of each model with the aggregate curves Preci-
sion/Recall(PR) curves and Precision@N(P@N).

We choose the following three deep learning models as
baselines: (1) PCNN: A piecewise max-pooling over CNN
based relation extraction model. (2) ATT+CNN: A CNN
based model with sentence-level attention. (3) BGWA: A
piecewise max-pooling over bidirectional gated recurrent unit
based model with word-level attention. They are all superior to
traditional methods and are also significant works for relation
extraction.

Experimental results.The curves in Fig.3 show that our
model has a relatively high accuracy and recall rate compared
to other models when we perform Chinese relation extraction.
In other words, under the same recall rate, the accuracy of Chi-
nese relation extraction using ATT+MIML+BLSTM is higher
than other models. We observed that the PR curve of the neural
network method (ATT+CNN, BGWA, ATT+MIML+BLSTM)
that introduces the attention mechanism is significantly higher
than the ordinary neural network method PCNN. It can be seen
that the attention mechanism can improve the performance
of the model. In addition, our model is superior to the CNN
model which also adopts sentence-level attention, which shows
that BLSTM combined with word attention can obtain richer
semantic information, and considering multi-label problem can

Fig. 4. Performance comparison of our method with five popular methods
for English benchmark dataset.

TABLE II
STATISTICS OF THE NYT10 DATASET.

Sentences Entity Pairs Relations
Training 522611 281270 53
Testing 172448 96678 53

improve model performance. Table I shows the results using
the P @ N metric. Similar to Figure 4, our approach is superior
to other methods overall. And when N is smaller, our method
accuracy is marginally higher than others.

B. Experiments on the English Benchmark Dataset

In order to evaluate the performance of our model on other
languages, we conducted a comparative experiment on the
English dataset proposed by Riedel in 2010 [5]. The dataset is
generated by the heuristic matching of Freebase and the New
York Times(NYT), and is a popular benchmark dataset. As
shown in Table II, the dataset contains 53 relationships (in-
cluding ”NA”, indicating that there is no relationship between
entity pairs). We used sentences from 2005 to 2006 as training
data and sentences from 2007 as test data.

The parameter settings for the English experiments are like
those of the Chinese ones, except that the input is word
embedding, the word embedding dimension is 50, and the
batch size is 50.

We compare our model with three traditional methods(Mintz
[4], Multir [6] and MIML [7]) and two popular neural-based
methods(ATT+CNN and BGWA). They are major works for
English relation extraction based on distant supervision.

Fig.4 clearly shows that the PR curve of our model (AT-
T+MIML+BLSTM) is above those of the other models, so
our model is not only superior to traditional methods but also
neural-based methods. Since the size of the Chinese dataset
we constructed is smaller than the English benchmark dataset
and the amount of noise data is different, there is a small error
in the experimental results on the two datasets. However, we



can still conclude that our model is superior to other models,
especially for Chinese relation extraction.

V. CONCLUSION

In this paper, we propose a multi-instance multi-label neural
network model based on the attention mechanism for Chinese
relation extraction. It can not only obtain the rich semantic
information of the sentence, but also consider the multi-
relationship problem of the entity pair. Experiments on a
Chinese dataset based on distant supervision prove that the
neural network model combining attention mechanism and
multi-label learning can achieve good results, and the proposed
method has better performance than most existing methods on
the benchmark English dataset. In the future, we hope to build
a large-scale and standardized Chinese corpus, and further
study how different loss functions affect the performance of
the model.
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