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Abstract—Nowadays, recommender systems have become one of 
the main tools and methods for users to search for their interested 
papers from massive candidates. Typically, through analyzing the 
typed keywords by a user, a recommender system can easily 
retrieve the papers that cover the keywords, in an efficient and 
economic manner. However, one paper often only contains partial 
keywords that the user is interested in; therefore, the 
recommender system needs to analyze a pre-built paper citation 
graph and then return a set of papers that collectively satisfy the 
user’s requested keywords. While the existing paper citation graph 
does not consider the possible self-citations and potential 
correlations among the papers that are not connected in the paper 
citation graph but with close publication time. Considering the 
above drawbacks, in this paper, we propose a link prediction 
approach that combines time, keywords and authors information 
for constructing a new relation graph. Finally, a case study is 
employed to explain our approach step by step and demonstrate 
the feasibility of our proposal. 

Keywords-link prediction; paper citation graph; paper 
correlation graph; time; keywords; author information 

I. INTRODUCTION 

Currently, when searching for interested papers via existing 
paper search websites, e.g., Google Scholar and Baidu 
Academic, users can type their preferred keywords and then the 
websites will recommend appropriate papers that cover the 
typed keywords to the users [1]. Generally, a paper often 
contains only partial keywords that a user is interested in; 
therefore, to meet the user’s paper search requirement, a paper 
recommender system often needs to return the user a set of 
papers that collectively cover all the requested keywords. 
However, the keywords of a paper can only represent the paper 
topics or themes; therefore, considering keywords only in paper 
search process may generate a set of papers that belong to 
different research domains and are actually not correlated, which 
fails to satisfy the original user requirements on deep and 
continuous research on a certain domain or topic.  

Fortunately, paper citation graphs that depict the citation 
relationships among different papers have provided a promising 
way to model the paper correlations from both width and depth 
perspectives. However, current paper citation graphs still face a 
big challenge, i.e., they do not consider the possible self-
citations from authors and potential correlations among the 
papers not connected in the paper citation graphs but with close 
publication time.  
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Considering this challenge, we propose a novel link prediction 
approach to improve the traditional paper citation graphs, as link 
prediction has already been proven the best solution for various 
link optimization problems in graphs [2][3]. More specifically, 
link prediction attempts to estimate the likelihood of the 
existence of a link between two nodes based on the existing 
properties information of nodes and network structures.  

Overall, our contributions in this paper are three-fold:  

⚫ We propose a novel link prediction approach to construct 
new relation graphs among papers (i.e., paper correlation 
graphs). Our proposal considers a wide range of factors that 
influence the correlations among different papers, such as 
paper publication time, paper keywords and paper authors. 
In addition, our link prediction approach takes the network 
structure of paper citation graphs into considerations, 
which makes the predicted results more reasonable and 
convincing.  

⚫ We improve the existing paper citation graphs by reducing 
the negative influence of intentional self-citations from 
partial authors.  

⚫ At last, we evaluate the feasibility of our proposal through 
a case study. 

The rest of paper is organized as follows. Related work is 

presented in Section Ⅱ. In Section Ⅲ, we introduce the research 

motivation. In Section Ⅳ , the details of our proposed link 

prediction approach is described. A case study is investigated in 

Section Ⅴto demonstrate the effectiveness of our link prediction 

approach. Finally, in Section Ⅵ, we summarize this paper. 

II. RELATED WORK 

Currently, link prediction has made massive strides in many 
research areas and played an important role in more and more 
fields. According to [4], link prediction approaches can be 
classified into three categories: similarity-based methods, 
maximum likelihood approaches and probabilistic methods. 
However, the similarity-based methods can be used to the large-
scale networks, which is because it can calculate the similarity 
score between two nodes [5]; although maximum likelihood 
approaches can obtain specific parameters and probabilistic 
methods can predict missing links by using the trained model, 
maximum likelihood approaches and probabilistic methods 
often fail to deal with the large-scale networks [6]. Therefore, in 
our research we mainly consider the similarity-based approach. 
In addition, the work in [7] investigated the use of link strength DOI reference number: 10.18293/SEKE2019-161



for the link prediction problem, and they proposed the weighting 
criterion was based absolutely on topological data: the frequency 
of existing interactions (i.e. the number of edges) between nodes 
in the social networks. But they don’t take full advantage of node 
information in the weighting criterion.  

In view of existing link prediction approaches, a novel the 
link prediction approach to construct the paper correlation graph, 
that is, the similarity-based weighting method. 

III. RESEARCH MOTIVATION 
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Figure 1.   (a) Paper citation graph and (b) Paper correlation graph. 

An intuitive example is presented in Fig.1 to motivate our 

paper. Assume that there is a paper citation graph 𝐺𝐶  and a 

paper correlation graph 𝐺𝑝, Fig.1(a) and Fig.1(b) are a part of 

𝐺𝐶 and 𝐺𝑝, respectively. Fig.1 contains 10 nodes, i.e., 𝑣1, … , 𝑣10, 

each of which represents a paper and contains some node 

attributes (i.e., paper publication time, paper keywords and 

paper authors). In Fig.1(a), the self-citation relationship 

between node 𝑣1  and node 𝑣2  in the paper citation graph is 

generated merely due to the common authors of 𝑣1  and 𝑣2 , 

which is not reasonable and fair for accurate paper 

recommendation. Therefore, in this paper, we need to reduce the 

effect of the intentional self-citation phenomenon through a 

weighted approach. Besides, in Fig. 1(a), node 𝑣1and node 𝑣10 

are published in same period and they also have common 

keywords and common authors, but there is no link (edge) 

between them. Thus, in Fig.1 (b), we need to establish the new 

link between node 𝑣1and node 𝑣10 by using the link prediction 

approach. In view of the aforementioned analyses, a link 

prediction approach is necessary to improve current paper 

citation graphs, which will be introduced in detail in Section Ⅳ. 

IV. LINK PREDICTION APPROACH 

According to the analysis of the research motivation, we 
propose a link prediction approach by using the attributes 
information and network structure of nodes. To the best of our 
knowledge, the fundamental process of the unsupervised link 
prediction model follows the task sequence, which was first 
proposed by Kleinberg [8]. Concretely, our process of link 
prediction approach can be seen from Fig. 2. This process mainly 
consists of the following five activities: 

Activity 1: Pre-processing of the graph. In our research, the 
paper citation graph (𝐺𝐶 ) is regarded as an undirected paper 
citation graph (𝐺), which is because it is easier to construct the 
paper correlation graph. 

Activity 2: Graph partition. In this activity, the 𝐺 is divided 
in to two parts. One is training sub-graph (𝐺𝑡𝑟𝑎𝑖𝑛) and another 
one is test sub-graph (𝐺𝑡𝑒𝑠𝑡). In the 𝐺𝑡𝑟𝑎𝑖𝑛, we need to get the 
Maximum Score from existing pairs of nodes. And in the 𝐺𝑡𝑒𝑠𝑡, 
we need to get the weighted values of the two unconnected nodes. 
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Figure 2.  Process for weighting-based link prediction. 

Activity 3: Graph to be weighted. The weights of the two 

connected nodes are calculated by using the weighting criteria in 

the 𝐺𝑡𝑟𝑎𝑖𝑛  and the weights of two unconnected nodes are 

calculated in the 𝐺𝑡𝑒𝑠𝑡. 

Activity 4: Score calculation and ranking. (1) Firstly, we use 

a similarity function formula WCN to calculate a weight value 

of two unconnected nodes in the 𝐺𝑡𝑟𝑎𝑖𝑛 . Then we produce a 

ranking list in descending order of score. At last, the Maximum 

Score is saved in  𝑤𝑚𝑎𝑥(𝑣𝑖𝑡𝑟𝑎𝑖𝑛 ,𝑣𝑗𝑡𝑟𝑎𝑖𝑛).  

The Weighted Common Neighbor -  𝑊𝐶𝑁(𝑣𝑖𝑡𝑟𝑎𝑖𝑛  ,𝑣𝑗𝑡𝑟𝑎𝑖𝑛) 

and the Maximum Score - 𝑤𝑚𝑎𝑥(𝑣𝑖𝑡𝑟𝑎𝑖𝑛 ,𝑣𝑗𝑡𝑟𝑎𝑖𝑛): 



(v ) (v )

( , ) w( , )

2
ztrain itrain jtrain

itrain ztrain jtrain ztrain

v

w v v v v

 

+
                 (1) 

( )
( ),

,
(v ) (v )

itrain jtrainWCN
train itrain jtrain

itrain jtrain

WCN v v
w v v =

 

                         (2) 

( ) ( )max train
, 1,

, arg max ,itrain jtrain itrain jtrain
i j N

w v v w v v
=

=                      (3) 

Where (v ) (v )itrain jtrain   represents the number of common 

neighboring nodes of node itrainv and node 
jtrainv . 

(2) In the 𝐺𝑡𝑒𝑠𝑡 , we will perform score calculation of two 

unconnected nodes and produce a descending ranking list. 

Activity 5: Connecting nodes. LP (link prediction) is defined 
as in equation (4): 

    ( ) ( ) max, ,test itest jtest itrain jtrainLP w v v w v v=                             (4) 

A. Proposed Weighting Criteria 

Consider that each paper of the 𝐺  contain paper attributes 

information (time, keywords and authors). In addition, the link 

prediction approach offers the similarity functions WCN that can 

be used for the weight calculation. Therefore, here we consider 

three sets of those functions: Time, Keyword and Author, and 

we propose the general weighting model as described in Eq. (5), 

where time Time  , keyword Keyword  , author Author  

and  , , 0,1time keyword authorx x x  . 

( ), keywordtime author
xx x

i jw v v time keyword author =           (5)  

The proposed general weighting model allows the generation 

of the different weighting criteria by Eq. (5). In addition, it is 

significant to emphasize that the product between the weighting 

criteria in link prediction approach formulation ensures that the 

selected node attributes must be considered simultaneously. 

Thus, we propose two different weighting criteria as below:  

Keywords and Authors Weighting. In our research, if the 

number of common keywords and co-authors of two papers 

increases, the weighted values between the two nodes will be 

greater. But when there is no common keyword in two papers, 

the weighted values between the two nodes will decrease as the 

number of co-authors increases. Such strategies have been 

adopted to reduce the effect of the self-referencing. Thus, the 

weighting criteria for a pair of nodes 𝑣𝑖 and 𝑣𝑗 are defined as in 

equations (6)-(9): 

γ = {
1   𝐶𝑜𝑛𝑡𝑎𝑖𝑛𝑠 𝑐𝑜𝑚𝑚𝑜𝑛 𝑘𝑒𝑦𝑤𝑜𝑟𝑑𝑠 
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Where  α/𝛽 (0 < 𝛼, 𝛽 < 1) is arbitrary damping parameters 
used to calibrate the importance of authors and keywords in the 

weighting criteria. 𝐴𝑣𝑖

𝑎 / 𝐴𝑣𝑗

𝑎   ( 𝐾𝑣𝑖

𝑎 / 𝐾𝑣𝑗

𝑎  ) is a set of authors 

(keywords) of the node 𝑣𝑖  𝑣𝑗 .  𝐴𝑣𝑖
𝑎 ∩ 𝐴𝑣𝑗

𝑎 /𝐾𝑣𝑖
𝑎 ∩ 𝐾𝑣𝑗

𝑎  represents 

the node 𝑣𝑖 and node 𝑣𝑗 have same authors/keywords. A 

constant 𝐶 is defined for convenience of calculation. 

Time, Keywords and Authors Weighting. According to the 
Keywords and Authors Weighting, if the published time of two 
papers are relatively close, the weighted values between the two 
nodes will be greater.  Thus, the weighting criteria for a pair of 
nodes 𝑣𝑖 and 𝑣𝑗 are defined as in equations (10)-(11): 
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Where 𝑡𝑝𝑣𝑖
/𝑡𝑝𝑣𝑗

indicates the time of publication of the paper 

𝑝𝑣𝑖
/𝑝𝑣𝑗

, 𝑡𝑐 is the current time.  

B. Paper Correlation Graph 

Definition1. Paper correlation graph: Paper correlation graph is 

represented by 𝐺𝑝 = {𝑉𝑝, 𝐸𝑝}, where 𝑉𝑝and 𝐸𝑝denotes its sets of 

nodes and edges respectively. In addition, the paper correlation 

graph is undirected. Meanwhile, for each paper, the paper 

correlation graph 𝐺𝑝has a corresponding node v, and for each of 

nodes pair (𝑣𝑖 , 𝑣𝑗) , the paper correlation graph contains the 

edge e(𝑣𝑖 , 𝑣𝑗) between 𝑣𝑖 and 𝑣𝑗. 

V. A CASE STUDY 

In this section, a case study is discussed to demonstrate the 
process of link prediction approach. Due to the limitation of the 
length of the paper, the case study only considers the first 
weighting criteria (i.e., the Keywords and Authors Weighting) 
for the link prediction task. Thus, the process of constructing the 
paper correlation graph is demonstrated as follows:  
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Figure 3.  Paper citation graph. 

Step1: Pre-processing of the graph. In our case, we regard the 

paper citation graph of Fig.3 as an undirected citation graph. 

Step2: Graph partition. In our case, the 𝐺 is divided into two 

parts. One is training sub-graph (𝐺𝑡𝑟𝑎𝑖𝑛)and another one is test 

sub-graph (𝐺𝑡𝑒𝑠𝑡). Therefore, in the Fig. 3, the (a) is the 𝐺𝑡𝑟𝑎𝑖𝑛 

and the (b) is the 𝐺𝑡𝑒𝑠𝑡. 



Step3: Graph to be weighted. We use the Keywords and 
Authors Weighting to calculate the weight of two connected 
nodes in the (a) and two unconnected nodes in the (b). 
Meanwhile, we range the values of α  (0 < 𝛼 < 1) from 0.5 to 
0.7 with step 0.2, and  𝛽=0.5 (see Table 1). Here, we set up the 
different parameters value that will obtain the different weight 
value.  

TABLE I.  PARAMETERS SET. 

Similarity  Parameters set 

function  α β 

𝑤𝐾𝐴(𝑣𝑖 , 𝑣𝑗) 0.5 0.5 

𝑤𝐾𝐴(𝑣𝑖 , 𝑣𝑗)               0.7 0.5 

 

(1) we use: 𝛽=0.5, α=0.5 and 𝐶=1: 

Weighted calculation in training sub-graph: 

( ) ( )
1 2 1 21 2 1 2, : 0; (K ,K ) 0; (A ,A ) 0.81; , 0.29a a a a KA

v v v vv v r cosine cosine w v v= =    

( ) ( )
1 3 1 31 3 1 3, : 1; (K ,K ) 0.71; (A ,A ) 0; , 0.41a a a a KA

v v v vv v r cosine cosine w v v=  =   

( ) ( )
1 4 1 41 4 1 4, : 1; (K ,K ) 0.87; (A ,A ) 0.58; , 0.68a a a a KA

v v v vv v r cosine cosine w v v=      

   Weighted calculation in test sub-graph: 

( ) ( )
5 6 5 65 6 5 6, : 1; (K ,K ) 0.82; (A ,A ) 0; , 0.44a a a a KA

v v v vv v r cosine cosine w v v=  = 

( ) ( )
6 8 6 86 8 6 8, : 1; (K ,K ) 0.41; (A ,A ) 0; , 0.33a a a a KA

v v v vv v r cosine cosine w v v=  = 

( ) ( )
7 8 6 87 8 7 8, : 1; (K ,K ) 0.41; (A ,A ) 1; , 0.66a a a a KA

v v v vv v r cosine cosine w v v=  =   

 (2) we use:  𝛽=0.5, α=0. 7 and 𝐶=1: 
Weighted calculation in training sub-graph: 

( ) ( )
1 2 1 21 2 1 2, : 0; (K ,K ) 0; (A ,A ) 0.81; , 0.37a a a a KA

v v v vv v r cosine cosine w v v= =  

( ) ( )
1 3 1 31 3 1 3, : 1; (K ,K ) 0.71; (A ,A ) 0; , 0.57a a a a KA

v v v vv v r cosine cosine w v v=  = 

( ) ( )
1 4 1 41 4 1 4, : 1; (K ,K ) 0.87; (A ,A ) 0.58; , 0.79a a a a KA

v v v vv v r cosine cosine w v v=       

    Weighted calculation in test sub-graph: 

( ) ( )
5 6 5 65 6 5 6, : 1; (K ,K ) 0.82; (A ,A ) 0; , 0.62a a a a KA

v v v vv v r cosine cosine w v v=  = 

( ) ( )
6 8 6 86 8 6 8, : 1; (K ,K ) 0.41; (A ,A ) 0; , 0.47a a a a KA

v v v vv v r cosine cosine w v v=  = 

( ) ( )
7 8 6 87 8 7 8, : 1; (K ,K ) 0.41; (A ,A ) 1; , 0.66a a a a KA

v v v vv v r cosine cosine w v v=  =    

Step4: Score calculation and ranking.  
(1) For KA weighting criteria, when  𝛽 = 0.5 and α=0.5, we 

can get the Maximum Score, i.e., 𝑤𝑚𝑎𝑥(𝑣𝑖𝑡𝑟𝑎𝑖𝑛, 𝑣𝑗𝑡𝑟𝑎𝑖𝑛) =
 𝑤𝑡𝑟𝑎𝑖𝑛(𝑣2, 𝑣4) ≈0.55. When 𝛽 =  0.5 and α =0.7, we can get 
the Maximum Score, i.e.,  𝑤𝑚𝑎𝑥(𝑣𝑖𝑡𝑟𝑎𝑖𝑛, 𝑣𝑗𝑡𝑟𝑎𝑖𝑛) =
𝑤𝑡𝑟𝑎𝑖𝑛(𝑣2, 𝑣4) ≈0.68. 

(2) In the 𝐺𝑡𝑒𝑠𝑡 , we can get such a ranking list that 
𝑤𝐾𝐴(𝑣7, 𝑣8) > 𝑤𝐾𝐴(𝑣5, 𝑣6) > 𝑤𝐾𝐴(𝑣7, 𝑣8). 

Step5: Connecting nodes. Seen from the Step 4, When 𝛽 =
 0.5 and α =0.5, we can get such a ranking result that 
𝑤𝐾𝐴(𝑣7, 𝑣8) > 𝑤𝑚𝑎𝑥(𝑣𝑖𝑡𝑟𝑎𝑖𝑛 , 𝑣𝑗𝑡𝑟𝑎𝑖𝑛) > 𝑤𝐾𝐴(𝑣5, 𝑣6) >
𝑤𝐾𝐴(𝑣7, 𝑣8). Therefore, we can draw a conclusion that  𝑣7 with 
𝑣8  constructs a new link. And we can construct the paper 
correlation graph by connecting a pair of nodes 𝑣7 with 𝑣8. 

VI. CONCLUSIONS  

In this paper, we mainly put forward a novel link prediction 
approach to construct the paper correlation graph. In addition, 
we investigated whether the combination of time, keywords and 
authors information in the weight computation could reduce the 

effect of the self-citation. Finally, the feasibility of this the link 
prediction approach is validated by a case study. In the future 
work, we will design and deploy a set of real-world experiments 
to further prove the feasibility of our proposal. Besides, as 
recommendation process often involves the data privacy issues 
[9-18], we will further refine our work by considering the 
privacy-preservation. 
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