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Abstract

Different from the emotion recognition in individual utterances,
we propose a multimodal learning framework using relation and
dependencies among the utterances for conversational emotion
analysis. The attention mechanism is applied to the fusion of
the acoustic and lexical features. Then these fusion representa-
tions are fed into the self-attention based bi-directional gated re-
current unit (GRU) layer to capture long-term contextual infor-
mation. To imitate real interaction patterns of different speak-
ers, speaker embeddings are also utilized as additional inputs
to distinguish the speaker identities during conversational di-
alogs. To verify the effectiveness of the proposed method, we
conduct experiments on the IEMOCAP database. Experimen-
tal results demonstrate that our method shows absolute 2.42%
performance improvement over the state-of-the-art strategies.
Index Terms: conversational emotion analysis, multimodal fu-
sion, contextual features, interaction strategy

1. Introduction

Recently, conversational emotion analysis has attracted atten-
tion due to its wide applications in human-computer interaction.
Different from emotion recognition in individual utterances,
conversational emotion analysis utilizes the relation among ut-
terances to track the user’s emotion states during conversations.
To improve the performance of conversational emotion
analysis, prior works have been performed mainly in three di-
rections: (1) After extraction of multimodal features, there is
a question of how to fuse these features effectively. (2) Af-
ter multi-modalities fusion, there is another question of how to
utilize contextual features to help predict emotion states of the
current utterance. (3) The last question is how to model the
interaction of different speakers in conversational dialogs.
After extraction of multimodal features, there are mainly
three strategies for multi-modalities fusion, namely feature-
level fusion, decision-level fusion and model-level fusion [1].
In feature-level fusion, multimodal features are concatenated
into a joint feature vector for emotion recognition. Although
this method can significantly improve the performance [2| 3],
it suffers from the curse of dimensionality. Decision-level fu-
sion can eliminate the disadvantage of feature-level fusion. In
decision-level fusion, multimodal features are modeled by cor-
responding classifiers first, and then recognition results from
each classifier are fused by weighted sum or additional classi-
fiers [4} 5]. However, it ignores interactions and correlations
between different modalities. To deal with this problem, a vast
majority of works are explored toward model-level fusion. It is
a compromise for feature-level fusion and decision-level fusion
methods, which is proposed to fuse intermediate representations
of different features [6,[7, 18]. Recently, attention-based model-
level fusion strategies have gained promising results. Chen et

al. [9] proposed a multimodal fusion strategy, which can dy-
namically pay attention to different modalities at each timestep.
Poria et al. [10] proposed an attention-based network for mul-
timodal fusion, which fused multimodal features via the atten-
tion score for each modality. Inspired by the power of attention
mechanisms for emotion recognition [9} [10], we also utilize the
attention-base model-level fusion strategy in this paper.

According to the emotion generation theory [11]], human
perceive emotions not only through individual utterances but
also by surroundings. To take into account the contextual effect
in the dialogs, Vanzo et al. [12] used wider contexts (such as
topics and hashtags) to help identify emotion states. Poria et al.
[[13]] proposed a LSTM-based network to capture contextual in-
formation from their surroundings. Recently, the self-attention
mechanism [14]] has been verified to attend to longer sequences
than many typical RNN-based models [14, [15]. This mecha-
nism can provide an opportunity for injecting the global con-
text of the whole sequence into each input utterance. However,
this mechanism ignores information about the order of the se-
quential utterances in conversational dialogs [14]], which is im-
portant for conversational emotion analysis. To deal with this
problem, we use the bi-directional gated recurrent unit (GRU)
layer [16], in combination with the self-attention mechanism
for emotion analysis. With the help of the bi-directional GRU
layer, the order of sequential utterances is injected into hidden
vectors. Then the self-attention mechanism is utilized to capture
the long-term contextual information.

As a person’s emotion state can be influenced by the inter-
locutor’s behaviors in conversational dialogs [17], speaker in-
formation can be utilized to improve the performance of emo-
tion recognition. A vast majority of works have been explored
to model the interaction of different speakers in recent years
[17, 181190 20]. Lee et al. [17] proposed a dynamic bayesian
network to model the conditional dependency between two in-
teracting partners emotion states in a dialog. Zhang et al. [[18]]
proposed a multi-speaker emotion recognition model. The emo-
tion probabilities of previous utterances of each speaker were
utilized to estimate emotion of the current utterance. Chen et
al. [19120] combined feature sequences of different speakers to
imitate the interaction patterns. These methods [17} |18} [19}20]
need explicit speaker identity of each utterance. But speaker
identities are not always available in sensitive or anonymous
conversations. To handle this situation, we propose a new in-
teractive strategy in this paper. We first extract speaker embed-
dings for each utterance using the pre-trained speaker verifica-
tion system [21]]. Then these embeddings are utilized as addi-
tional inputs to distinguish speaker identities in conversations.

This paper proposes a multimodal learning framework for
conversational emotion analysis. The main contributions of this
paper lie in four aspects: 1) to prioritize important modali-
ties, we use the attention mechanism for multi-modalities fu-
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Figure 1: Overall structure of the proposed framework: multimodal input features are fused by ATS-Fusion, followed by SA-GRU for

emotion classification.

sion; 2) to capture long-term contextual information, we use
the bi-directional GRU layer, in combination with the self-
attention mechanism; 3) to model the interaction of different
speakers when explicit speaker identities are unavailable, we
utilize speaker embeddings as additional inputs; 4) our pro-
posed method is superior to state-of-the-art approaches for con-
versational emotion analysis. To the best of our knowledge, it
is the first time that the self-attention mechanism is utilized for
conversational emotion analysis. In the meantime, we provide
an approach to modeling the interaction when explicit speaker
identities are unavailable.

2. Proposed Method

To infer the emotion state in realistic conversational dialogs,
we propose a multimodal learning framework. As illustrated
in Fig. 1, the proposed framework contains two components:
the Audio-Text-Speaker Fusion component (ATS-Fusion) for
multi-modalities fusion and the Self-Attention based GRU com-
ponent (SA-GRU) for emotion classification. ATS-Fusion takes
the audio, text and speaker information as the inputs and out-
puts robust representations using the attention mechanism. SA-
GRU uses the bi-directional GRU layer, in combination with the
multi-head self-attention layer to amplify the important contex-
tual evidents for emotion classification. Meanwhile, to model
the interaction of different speakers when explicit speaker iden-
tities are unavailable, we utilize speaker embeddings as addi-
tional inputs.

2.1. Speaker encoder

Speaker embeddings should capture the speaker characteristics.
We extract speaker embeddings from each utterance using the
pre-trained speaker verification system in [22]]. This system
maps variable-length utterances to fixed-dimensional embed-
dings, known as x-vector [22]]. The architecture is based on
the end-to-end system described in [21]. It consists of five lay-
ers that operate on speech frames, a statistics pooling layer that
aggregates over the frame-level representations, two additional
layers that operate at the segment-level, and finally a softmax
output layer. In the training process, this system also utilizes

data augmentation to multiply the amount of training samples
and improve robustness.

2.2. Attention-based multi-modalities fusion: ATS-Fusion

Not all modalities are equally relevant in emotion classifica-
tion. To prioritize important modalities, we utilize the atten-
tion mechanism [[10} 23} 24]] in ATS-Fusion. This method takes
audio, text and speaker information as inputs and outputs an
attention score for each modality.

Let us assume a video to be considered as V =
[u1,u2, ..., Ui, ..., ur], where u; is the it" utterance in the video
and L is the number of utterances in the video. We first extract
acoustic features a;, lexical features ¢; and speaker features s;
from the utterance u,. Then we equalize the feature dimensions
of all three inputs to size d and process utterance-level concate-
nation:

u§* = Concat(Waai, Wit, Wss;) (1)
where W,, W; and W, are feature embedding matrices for
acoustic features, lexical features and speaker features, respec-
tively. Here, Woa; € R, Wit; € R4, Wes; € R*! and
ulgat c RdX3.

The attention weight vector a5 and the fusion represen-
tation f; of the input utterance u; are computed as follows:

Pp = tanh(Wru{®) )

Qfuse = softmax(wgPp) 3)
fi = ulijata?use (4)

where Wr € R and wr € R**! are trainable parameters.
Here, Pr € R%*3, Qfyse € R 3 and f; € RIX1L,

2.3. Self-attention based emotion classifier: SA-GRU

In the conversational emotion analysis, the emotion state of the
target utterance is temporally and contextually dependent to sur-
roundings. To take into account such dependencies, we use the
bi-directional GRU layer, in combination with the multi-head
self-attention layer for emotion classification.



2.3.1. Gated recurrent unit

GRU is usually adopted as the basic unit in RNN as it is able to
solve the vanishing gradient problem in the conventional RNN
training. Since each GRU cell consists of an update gate and
a reset gate to control the flow of information, it is capable of
modeling long-term dynamic dependencies.

Let F = [fi, f2, ..y ft,..., fz] be the input to the GRU
network, where f;: is the fusion representation of the utter-
ance u; (in Sec 2.2) and L is the number of utterances in the
video. To obtain contextually dependent utterance representa-
tions H = [h1, ha, ..., he, ..., hr], the GRU network computes
the hidden vector sequence H from F' with the following equa-
tions:

2zt =0g(Wofe + Ushi—1 4+ b2) (5)
re = og(Wrfe + Urhi—1 + by) (0)
he = (1—z¢)ohi—1+zt00n(Wh ft +Un(reohe—1)+br) (7)

where o is the sigmoid activation function, o}, is the hyper-
bolic tangent and o is element-wise multiplication. z and r are
the update gate vectors and reset gate vectors, respectively. W,
U and b are weight matrices and bias vectors for each gate.

2.3.2. Multi-head self-attention layer

To focus on only relevant utterances in emotion classification of
the target utterance, a multi-head self-attention layer is used.
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Figure 2: Multi-head self-attention layer: it consists of several
dot-product attention layers running in parallel.

The outputs of the GRU network H = [h1, ha, ..., hi] are
passed into the multi-head self-attention layer (in Fig. 2). To
extract queries @, keys K and values V, we linearly project the
output H for h times with different linear projections, which
are computed as follows:

V = Concat(HWY , ..., HW} ) 8)
K = Concat(HW{*, ..., HW;X) )
Q = Concat(HWZ, ..., HW?) (10)

where H € REX4 W2 € RO/ WK ¢ RIXE/M Wl ¢
R4 (/1) and h is the number of heads.

On each of these projected versions of queries WiQ, keys
HWX and values HW},”, we perform the dot-product attention
with following equations:

head; = softmaz((HWE)(HW)(HWY) (1)

Then outputs of attention functions head; € R** @h e
[1, h] are concatenated together as final values R. As R €

RE*4 where L is the number of utterances in a dialog. The ma-

trix R can be represented as R = [r1, 72, ..., T, ..., 7], where
r¢ € R fort = 1to L. Finally, R is fed into a linear projection
layer and a softmax layer for emotion recognition.

3. Experiments and Discussion
3.1. Corpus description

The IEMOCAP [25] database contains about 12.46 hours
of audio-visual conversations in English. There are
five sessions with two actors each (one female and one
male) and each session has different actors. Each ses-
sion has been segmented into utterances, which are la-
beled into ten discrete labels (e.g., happy, sad, angry).
To compared with state-of-the-art approaches [13l [26], we
form a four-class emotion classification dataset contain-
ing happy(1636), angry(1103), sad(1084), neutral (1708),
where happy and excited categories are merged into a single
happy category. Thus 5531 utterances are involved. To ensure
that models are trained and tested on speaker independent sets,
utterances from the first 8 speakers are used as the training set
and utterances from other speakers are used as the testing set.

3.2. Experimental setup

Features: Acoustic features are extracted from waveforms us-
ing the openSMILE [27] toolkit. Specifically, we use the
IS13-ComParE configuration file in openSMILE. Totally, 6373-
dimensional utterance-level acoustic features are extracted, con-
taining Mel-frequency cepstral coefficients (MFCCs), voice in-
tensity, pitch, and their statistics (e.g., mean, root quadratic
mean); Lexical features are extracted from transcriptions
through two steps. In particular, we first get 1024-dimensional
vector representations of words using the deep contextualized
word representation ELMo [28]]. These word vectors are
learned from the deep bidirectional language model trained on
the 1 Billion Word Benchmark [29]]. To obtain utterance-level
lexical features, we then calculate mean values of these word
vectors; Speaker embeddings are extracted from raw input utter-
ances using the Kaldi Speech Recognition Toolkit [30]. Specifi-
cally, we use the x-vector system [22] trained on the NIST SREs
[31,132]. Finally, 512-dimensional speaker embeddings are ex-
tracted from the x-vector system.

Settings: ATS-Fusion contains three fully-connected layers
of size d = 100. These layers map acoustic, lexical and speaker
features into fixed dimensionality, respectively. SA-GRU con-
tains the bi-directional GRU layer with 100 units, followed with
a self-attention layer (100 dimensional states and 4 attention
heads). We use the Adam optimization scheme with a learning
rate of 0.0001 and a batch size of 20. Cross-entropy loss is used
as the loss function of the emotion recognition task. To prevent
over-fitting, we use dropout [33] with p = 0.2 and L2 regu-
larization. To alleviate the impact of the weight initialization,
each configuration is tested 20 times. The unweighted accuracy
(UA) is chosen as our evaluation criterion.

3.3. Contribution of individual components

In this section, we evaluate the contribution of each component
in the framework. Four comparison systems with different com-
bination of individual components are implemented to compare
with the proposed framework.

(1) System 1 (S1): Ignoring speaker embeddings, we only
use acoustic and lexical features for emotion recognition. The



attention mechanism in Sec 2.2 is used for multi-modalities fu-
sion, marked as the Audio-Text Fusion component (AT-Fusion).

(2) System 2 (S2): Instead of using ATS-Fusion, we first
equalize dimensions of acoustic, lexical and speaker features
into d = 100 via feed forward layers. Then we simply add these
multimodal representations together. This fusion approach is
marked as ADD.

(3) System 3 (S3): Instead of feeding the outputs of ATS-
Fusion to SA-GRU, we only use the self-attention layer.

(4) System 4 (S4): Instead of feeding the outputs of ATS-
Fusion to SA-GRU, we only use the bi-directional GRU layer.

(5) System 5 (S5): It is our proposed framework for con-
versational emotion recognition. Acoustic, lexical and speaker
features are fused by ATS-Fusion. Then the outputs of ATS-
Fusion are fed into SA-GRU for emotion classification.

Table 1: Experimental results with different combination of
components.

Modalities Fusion Classifier UA(%)
S1 A+T AT-Fusion SA-GRU  76.40
S2 A+T+S ADD SA-GRU  76.65
S3 A+T+S ATS-Fusion Attention  66.00
S4 A+T+S ATS-Fusion  Bi-GRU 77.29
S5 A+T+S ATS-Fusion SA-GRU  78.02

To verify the importance of speaker embeddings, we com-
pare the performance of S1 and S5. Experimental results
in Table 1 demonstrate that S5 gains better performance,
78.02%, than S1, 76.40%. The speaker embeddings indicate
the speaker’s identity of each utterance. They reflect personal
information and role switches in the conversation, which are im-
portant for conversational emotion recognition [18} [19]. There-
fore, cooperating speaker embeddings with other multimodal
features can improve the performance of emotion recognition.

To verify the effectiveness of ATS-Fusion, we compare the
performance of S2 and S5. Experimental results show that S2
achieves a limited performance in emotion recognition. ATS-
Fusion takes audio, text and speaker information as inputs and
prioritizes important modalities via attention weights. This ap-
proach is similar to human perceptions since humans can dy-
namically focus on more trustful modalities to understand emo-
tions [9} [10]. While ADD is a special case of ATS-Fusion. It
treats each modality equally and cannot select relevant modal-
ities for emotion recognition. Therefore, ATS-Fusion is more
suitable for multimodal fusion than ADD.

To verify the effectiveness of SA-GRU, we compare the
performance of S3, S4 and S5. We find S5 is superior to S3
and S4. The bi-directional GRU layer (in S4) models the tem-
poral and contextual dependence in conversational dialogs. The
self-attention layer (in S3) amplifies the important contextual
evidences for emotion analysis of the target utterance. To em-
ploy the power of these components, our proposed SA-GRU
(in S5) combines the bi-directional GRU layer with the self-
attention layer for emotion recognition. Experimental results
indicate the effectiveness of SA-GRU, which can gain better
performance than the single bi-directional GRU layer (or the
single self-attention layer).

Meanwhile, experimental results in Table 1 demonstrate
that S3 gains much lower performance than S4. The self-
attention layer contains no recurrence and no convolution net-
works. If we shuffle the order of utterances in the dialogs, we
will get the same output. However, the order of sequential ut-
terances is important for conversational emotion analysis [14].

With the help of the GRU layer, the order of sequential utter-
ances is injected into hidden vectors, which can further improve
the performance of emotion recognition.

3.4. Comparison to state-of-the-art approaches

To show the effectiveness of the proposed method, we compare
our method with currently advanced approaches. Experimental
results of different methods are shown in Table 2.

Table 2: The performance of state-of-the-art approaches and
the proposed approach on the IEMOCAP database.

Approaches UA (%)
Rozgi¢ et al. (2012) [26]  67.40
Jin et al. (2015) [34] 69.20
Poria et al. (2017) [13]] 75.60
Li et al. (2018) [35]] 74.80
Proposed method 78.02

Compared with our proposed method, these approaches
131 126} 134, 35]] also utilized acoustic and lexical features for
emotion recognition. Rozgi¢ et al. [26] combined decision
trees with support vector machines (SVM) for the sentence-
level multimodal emotion recognition. Jin et al. [34] investi-
gated different ways to combine acoustic and lexical features,
including decision-level fusion and feature-level fusion. Poria
et al. [13] proposed a LSTM based network to capture con-
textual information from their surroundings in the same video.
Li et al. [35] proposed a multi-modal, multi-task deep learning
framework to infer the users emotive states.

Experimental results in Table 2 demonstrate the effec-
tiveness of the proposed method. Our method shows abso-
lute 2.42% performance improvement over state-of-the-art ap-
proaches. It proves that modeling long-term dynamic depen-
dencies and considering the speaker information can improve
the performance of emotion recognition.

4. Conclusions

This paper proposes a multimodal learning framework to infer
the emotion state in realistic conversational dialogs. To evaluate
the effectiveness of the proposed method, we conduct experi-
ments on the IEMOCAP database. Experimental results reveal
that ATS-Fusion, which is employed to fuse multimodal fea-
tures, can provide robust representations of each utterance for
following SA-GRU. SA-GRU, which amplifies the important
contextual evidents for emotion classification, can gain better
performance than the single bi-directional GRU layer (or the
single self-attention layer). With the help of speaker embed-
dings, the proposed framework can utilize the interactive infor-
mation in conversational dialogs, which can further improve the
performance of emotion recognition. Experimental results on
the IEMOCAP database demonstrate that the proposed frame-
work is superior to state-of-the-art strategies.
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