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Abstract
Considering the abundance of unlabeled speech data and the
high labeling costs, unsupervised learning methods can be es-
sential for better system development. One of the most suc-
cessful methods is contrastive self-supervised methods, which
require negative sampling: sampling alternative samples to con-
trast with the current sample (anchor). However, it is hard
to ensure if all the negative samples belong to classes differ-
ent from the anchor class without labels. This paper applies
a non-contrastive self-supervised learning method on an unla-
beled speech corpus to learn utterance-level embeddings. We
used DIstillation with NO labels (DINO), proposed in com-
puter vision, and adapted it to the speech domain. Unlike the
contrastive methods, DINO does not require negative sampling.
These embeddings were evaluated on speaker verification and
emotion recognition. In speaker verification, the unsupervised
DINO embedding with cosine scoring provided 4.38% EER on
the VoxCeleb1 test trial. This outperforms the best contrastive
self-supervised method by 40% relative in EER. An iterative
pseudo-labeling training pipeline, not requiring speaker labels,
further improved the EER to 1.89%. In emotion recognition,
the DINO embedding performed 60.87, 79.21, and 56.98% in
micro-f1 score on IEMOCAP, Crema-D, and MSP-Podcast, re-
spectively. The results imply the generality of the DINO em-
bedding to different speech applications.
Index Terms: self-supervised learning, speaker verification,
emotion recognition, distillation, non-contrastive

1. Introduction
Self-supervised learning (SSL) is gaining more attention in
many machine learning areas such as computer vision, natu-
ral language processing, and speech processing. SSL does not
require labeled data for model training. In many works, fine-
tuned/post-processed SSL models have shown promising re-
sults outperforming supervised methods when the same amount
of labeled data is used [1, 2, 3, 4, 5, 6].

In speaker verification, different self-supervised methods
have been proposed as in [7, 8, 9, 10, 11, 12, 13]. Some of
these methods use a generative approach [7, 10, 8, 9], i.e., they
learn to reconstruct the signal acoustic features from some latent
representations. Usually, the goal is to factorize the information
into frame-/segment-level and utterance-level latent factors, ex-
pecting that the former will encode phonetic information while
the latter will encode the speaker information. For example,
the work in [9] used an architecture based on Tacotron 2 multi-
speaker text-to-speech to learn speaker embeddings.

SSL methods based on contrastive loss are also popu-

lar [11, 12, 13] in speaker verification. Contrastive losses intend
to make the current sample (anchor) close to the augmented ver-
sion of the anchor (positive sample) while making the positive
sample farther from the negative samples in their embedding
space. In this context, negative samples are desired to be dif-
ferent semantically from the positive sample. Since the samples
are unlabeled, most contrastive SSL works in speaker verifica-
tion compose negative samples just by randomly picking differ-
ent samples to the anchor. However, in this random sampling,
we are not sure if all the negative samples are from different
classes w.r.t the positive sample. For example, when the anchor,
thus also the positive sample, is an utterance from speaker A,
there is a chance that some of the negative utterances come from
speaker A as well. This could adversely affect the model train-
ing since the contrastive loss pushes the positive sample and
negative sample farther to each other in the embedding space.

Non-contrastive methods, however, do not require negative
samples, so they are free from the issue above. Moreover, non-
contrastive methods have shown comparable or better perfor-
mance compared to contrastive methods [5, 6]. Considering
these, we propose to apply a non-contrastive SSL method orig-
inally proposed for computer vision (CV), DIstillation with NO
labels (DINO) [6], that outperformed the previous SSL methods
in many CV tasks, including linear and k-NN classification.

Since DINO training does not use explicit labels such as
speaker or language IDs, we hypothesized the learned embed-
ding to be general utterance-level embedding. In other words,
the embedding may include attributes that are consistent within
the utterance, such as speaker information, accent/language,
emotion, and age. Thus, we evaluated the embedding not
only for speaker verification but also for emotion recognition.
The results confirmed that the DINO embedding includes both
speaker and emotion information.

2. Distillation with NO labels in speech
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Figure 1: DINO diagram. EMA stands for exponential moving
average. SG stands for stop gradient. The figure shows a single
augmented pair (x1,x2) for simplicity.
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In [6], the authors proposed a design to maximize the sim-
ilarity between feature distributions of differently augmented
images from an original image. This assumes that augmented
images from one image keep the same semantic information.
For example, although you crop two different portions from a
dog image and make one a black and white image while making
the other jittered, they are still dog images. This principle can be
similarly applied to speech data. Assuming each utterance con-
sists of a speech from one speaker, different segments extracted
from the same utterance followed by noise augmentation share
the same attributes that are consistent within the utterance, such
as speaker information, accent/language, emotion, and age.

DINO follows a knowledge distillation scheme, where the
outputs of a teacher network are used as ground truth to opti-
mize a student network. However, typical knowledge distilla-
tion uses a pre-trained teacher network, while DINO trains both
networks in parallel. Fig. 1 depicts DINO’s training scheme.
First, we augment a given utterance into a set of differently aug-
mented segments, S. With speech data, for example, each seg-
ment is extracted randomly from the given utterance as either a
short or long segment. Then, a sound such as babbling, music,
noise in the background, or room impulse response effect is ap-
plied to each segment differently. The set S includes two long
segments, sl1 and sl2. All the augmented segments go through
the student branch, while only the long segments go through the
teacher branch. Each branch embeds information in the corre-
sponding segments into the embedding vectors. Additionally,
each network has a head with a softmax layer that classify each
segment into a set of hypothetical classes. Thus, the student
network θs is trained by minimizing,

θs = min
θs

∑
s∈{sl1,s

l
2}

∑
s′∈S
s′ 6= s

H(p2(s|θt), p1(s′|θs)). (1)

where H(a, b) = −a · log b is cross-entropy, and p1(.) and
p2(.) are the softmax outputs of the student and teacher net-
works respectively. This loss intends to make the embeddings
for all augmented versions of the utterance close between them,
which relies on two assumptions. First, the long segments, used
as input to the teacher, produce better representations than the
short-segments. Second, the teacher network is always better
than the student during the training, as explained below.

The neural network architecture for student and teacher
models comprises a backbone followed by a projection head.
The backbone can be any encoder that converts a sequence of
vectors into a fixed-dimensional vector, e.g., using a pooling
layer. The projection head consists of fully connected layers
with non-linear activations. The student and teacher networks
are initialized with the same architecture having the same pa-
rameters while they are updated in different ways during train-
ing. The student network is updated by gradient descent while
the teacher network is updated by an exponential moving aver-
age on the student parameters, i.e., θt ← λθt + (1− λ)θs. Pa-
rameter averaging is known to produce a better model [14, 15],
and this is also the case with the teacher network to be bet-
ter than the student network during the training. The student
model aims at the distribution from the teacher network to im-
prove. To avoid a model to find trivial solutions, i.e., having
distributions where one dimension is dominant or having uni-
form distributions, centering and sharpening are applied. cen-
tering prevents one dimension from dominating by calculating
a center and subtracting it from the logit before the softmax.
However, centering encourages a uniform distribution, and thus

sharpening is also applied where it encourages peaky distribu-
tions. This is done by setting a low value for the temperature in
the teacher softmax normalization.

3. Experimental setup1

3.1. Encoder pre-training using DINO
We used a light ResNet34 (LResNet34) encoder from [16] as
the DINO backbone considering available resources, with mi-
nor modifications: a kernel size of 3 in the first convolution
layer, a mean and standard deviation pooling, and a following
affine layer that outputs a 256-dimensional vector used as a em-
bedding vector. The classification head consists of 3 linear lay-
ers with their hidden dimension as 2048, followed by l2 normal-
ization and a weight normalized linear layer with 65536 soft-
max output dimension, which were the best setup in the original
DINO paper [6] that we found work well with speech data, too.

For the augmentation, we first extracted 4 short and 2 long
segments randomly from a given utterance where we set 2 and
4 s for short and long segment length, respectively. We chose
the specific numbers for the extracted segments considering our
available computational resource and training time, but extract-
ing more short segments could improve performance, as in [6].
The extracted segments were augmented with babbling, music,
noise in the background, and/or room impulse response effects.

VoxCeleb2 dev set of 5,994 speakers was used for training
DINO without speaker labels. VoxCeleb2 corpus [17] consists
of conversational speech utterances with moderate noise, which
were processed from interview videos of 6,112 celebrities up-
loaded on Youtube, and it covers diverse ethnicity.

The final learned encoder was used for speaker verification
and emotion recognition tasks employing other datasets.

3.2. Speaker verification
In the speaker verification experiments, we followed a pipeline
to build a progressively improving speaker verification system,
which does not require speaker labels [18]. Starting from the
initial DINO model trained in section 3.1, the system develop-
ment goes through the iterative clustering stage followed by the
robust training stage. The training data was fixed as VoxCeleb2
dev without speaker labels for the whole pipeline.

In the iterative clustering stage, we trained a new larger
model, ResNet34 [19] x-vector model, in a supervised way with
the additive angular margin (AAM) [20] loss based on pseudo
speaker labels generated using the initial DINO model. In de-
tail, we extracted speaker embeddings from the initial model.
Then, the embeddings were clustered using k-means clustering
with 50k means, followed by agglomerative hierarchical clus-
tering (AHC) with the number of clusters as 7500, which was
heuristically determined for VoxCeleb2 dev [18]. The k-means
clustering was used to make AHC computationally viable. In-
dices of the clusters are used as pseudo speaker labels for the
supervised x-vector model training. The whole process was re-
peated 3 times until the speaker verification performance con-
verged. During the process, the model parameters were contin-
uously updated with the refined pseudo labels in each cycle. A
2-second segment was extracted per utterance to be used as a
training sample.

In the robust training stage, we used a new larger model,
Res2Net50 [21] with 26 for the width of filters (in the first resid-
ual bottleneck block) and 4 for the scale hyper-parameter. The
model was trained in a supervised way with pseudo labels gen-

1The code for experiments will be uploaded to the public repository
https://github.com/hyperion-ml/hyperion.

https://github.com/hyperion-ml/hyperion


erated from the ResNet34 model after 3 cycles of the iterative
clustering stage. After the first 30 epochs of training, the post-
pooling layers of the model were fine-tuned with a larger mar-
gin, 0.5, in the AAM loss. A 2-second segment was extracted
from each utterance to be used as a training sample, while 3-
second segments were used in the large margin fine-tuning.

The learned embedding in each stage was evaluated for
speaker verification on the original VoxCeleb1 test (vox-
celeb1 test o), VoxSRC-21 val, or VoxSRC-21 test trials.
The latter two trials are from VoxCeleb Speaker Recognition
Challenge2021(VoxSRC-21), where the challenge has a special
focus on multi-lingual verification. Our team’s submission of
the system having 6.88 in EER(%) in Table 2 ranked third in
track 3: self-supervised speaker verification where the partic-
ipants were allowed to develop systems only with VoxCeleb2
dev without using speaker labels.

3.3. Emotion recognition

The DINO model training uses segments (2s for x1 and 4s for x2

in Fig. 1) drawn from VoxCeleb2 dev dataset. For the model to
preserve emotion information, x1 and x2 have to share the same
emotion at least for the majority of training. As the median du-
ration of utterances in VoxCeleb2 dev is only 6.08s, we expect
consistent emotion between x1 and x2 in general. This assump-
tion is also supported by the considered emotion datasets, which
contain utterances of duration 2-11s with utterance-level emo-
tion annotations. Hence, we hypothesize that the model pre-
serves emotion-related information along with speaker identity.

To probe the DINO embeddings for emotion information,
we evaluated them for the emotion recognition task. Specifi-
cally, we extracted DINO embeddings for three emotion recog-
nition datasets, Crema-D [22], IEMOCAP [23], and MSP-
Podcast 2 [24], and performed emotion classification using lo-
gistic regression on each corpus.

The Crema-D dataset consists of acted emotions with ut-
terances ranging from 2-4s in duration; The IEMOCAP dataset
is composed of utterances with induced emotions and mostly
2-7s in duration; The MSP-Podcast dataset contains sponta-
neous utterances of duration 3-11s. Regarding experimental
setup, we performed leave-one-session-out cross-validation (5-
fold CV) for IEMOCAP as in the previous works. For Crema-D,
we used the same train/dev/test splits as in [25], and the stan-
dard splits for MSP-Podcast as in Release 1.4. We used an-
gry, happy, sad, and neutral emotions in the IEMOCAP and
Crema-D dataset, and an additional emotion class disgust in
MSP-Podcast as in [25]. We report weighted average values of
class-wise f1-scores – micro-f1 metric – for these experiments.
For IEMOCAP, we report the average across five folds.

4. Results
4.1. Speaker verification

4.1.1. DINO embedding in initial model training

In this experiment, we first compared two SSL embeddings:
DINO and MoCo, in the initial model training stage in sec-

2Data provided by The University of Texas at Dallas through the
Multi-modal Signal Processing Lab. This material is based upon work
supported by the National Science Foundation under Grants No. IIS-
1453781 and CNS-1823166. Any opinions, findings, and conclusions
or recommendations expressed in this material are those of the author(s)
and do not necessarily reflect the views of the National Science Foun-
dation or the University of Texas at Dallas.

Table 1: Comparison between DINO, momentum contrast
(MoCo), and x-vector embeddings for speaker verification. The
results are on the original VoxCeleb1 test with equal error rate
(EER)(%) and MinDCF with PT=0.01. The PLDA back-end
was trained with VoxCeleb1 dev where its data size is 1/7 of
VoxCeleb2 dev.

Cosine scoring PLDA
EER(%) MinDCF EER(%) MinDCF

DINO 4.83 0.463 2.38 0.289
MoCo [18] 7.3 - - -

x-vector 1.94 0.207 1.88 0.189

tion 3.2. This stage does not include iterative clustering and
pseudo labeling for supervised training. As shown in Ta-
ble 1, DINO (non-contrastive method) outperforms MoCo (con-
trastive method) by 40% relatively in EER(%). This implies
that an SSL model can learn embedding for speaker verification
without negative sampling.

Next, we compared the performance of DINO to supervised
x-vector in the DINO and x-vector rows of Table 1. Their
encoder architectures were identical (LResNet34). Although
x-vector performed better than DINO, it used VoxCeleb2-dev
speaker labels while DINO with cosine scoring back-end did
not use any labels at all. We also evaluated a PLDA back-
end trained on VoxCeleb1-dev, which 7 times smaller than Vox-
Celeb. With PLDA where the gap between DINO and x-vector
reduced further, while DINO only used 1/8 of the labels than
x-vector. The data used for PLDA also can be employed to fine-
tune the DINO encoder, expecting further improvement as it is
a common observation in most of the SSL papers.

4.1.2. Iterative clustering and robust training

The experimental results are shown in Table 2 along the process
from the DINO initial model training to the robust training. In
iterative clustering, the speaker verification performance is sat-
urated around the 3rd iteration. This number of iterations until
convergence is less than the one reported in [18]3, possibly due
to starting from a better initial model. Thus, we generated the
pseudo labels from the model after the 3rd iteration (ResNet34
(iter3)) to use them for the last model training in the robust
training stage, which improved further to 1.89 in EER(%) on
voxceleb1 test o. This speaker verification system did not use
any speaker labels in the development, and to compare, the su-
pervised counterpart trained on about 2600 hours of speaker la-
beled data showed 0.93 in EER(%). Finally, the large-margin
fine-tuning did not improve on the voxceleb1 test o trial list,
while it improved on VoxSRC-21 val and test trial lists.

4.2. Emotion recognition

Table 3 presents the results for emotion recognition using the
DINO embedding. We compare our results with [25], where
the authors trained a logistic regression classifier on top of
pre-trained x-vectors for emotion recognition. Their x-vector
model was pre-trained with 8kHz data to discriminate speak-
ers. This includes telephone data other than VoxCeleb down-
sampled to 8kHz where the final number of speakers was around
13k [26]. We observed that DINO embeddings performed better
than the x-vectors suggesting that DINO embeddings contain

3This is a rough comparison since detailed configurations are
slightly different.



Table 2: Speaker verification results over 3 different trial lists with progressing/different systems over the three stages. The numbers
from [18] seems rounded to the nearest tenth. Pseudo labels for robust training were generated from ResNet34 (iter3).

Stage Algorithm/Loss Model EER (%) with cosine scoring
voxceleb1 test o VoxSRC-21 val VoxSRC-21 test

Initial model training
(self-supervised learning)

DINO LResNet34 4.83 13.96 -
MoCo ECAPA [18] 7.3 - -

Iterative clustering AAM loss
(margin=0.3)

ResNet34 (iter1) 2.56 8.59 -
ResNet34 (iter2) 2.13 7.35 -
ResNet34 (iter3) 2.13 6.97 -
ResNet34 (iter4) 2.14 6.88 -

ECAPA (iter7) [18] 2.1 - -
Robust training AAM loss

(margin=0.5) Res2Net50 1.89 6.50 6.88
+ larg-margin fine-tuning 1.91 6.32 6.64

Figure 2: Analysis of DINO embedding space for IEMOCAP
using t-SNE plots. Each color represents one speaker in the top
plot and one emotion in the bottom plot.

Table 3: Emotion classification results on three different
dataset. All numbers in this table are micro-f1 (%) scores

IEMOCAP Crema-D MSP-Podcast
x-vector [25] 56.11 75.65 52.58
DINO 60.87 79.21 56.98

more emotion predictive information than the x-vectors. This
result makes sense since supervised x-vectors are trained to re-
tain only speaker information and also trained with more data.
In contrast, the DINO model is trained to capture common in-
formation across extracted segments from the utterance.

Fig. 2 shows t-SNE plots of the DINO embedding space
for the IEMOCAP dataset. From the top plot, we can observe
clear clusters of speakers suggesting abundant speaker-relevant
information in DINO embeddings. In the bottom plot, there
are signs of emotion clusters for some speakers, especially for
angry and sad, suggesting some emotional information is cap-
tured in the representations. Looking more closely within each
speaker cluster, angry and sad are well separated which could
be because they usually have distinct arousal levels (high for
angry and low for sad).

5. Conclusion
In this paper, we learned utterance-level embeddings based on
DINO, a non-contrastive self-supervised learning method orig-
inally proposed in CV. The embedding was evaluated on the
speaker verification and emotion recognition tasks to check its
generalizability. DINO embedding achieved the state-of-the-
art result in speaker verification when no speaker labels were
used, outperforming the previous best contrastive SSL embed-
ding based on MoCo. Also, it reduced the number of itera-
tions until convergence in the iterative clustering stage. When
the DINO embedding was used for emotion recognition, it per-
formed better than the x-vector embedding that was found to
contain emotion-related information in a previous study. One
thing to note is that the DINO embedding was learned with-
out any labels while it still performed competitively with the
embedding using speaker labels for both speaker verification
and emotion recognition. The DINO method opens the way for
leveraging unlabeled speech data, which is more easily avail-
able than labeled one.

Considering the DINO embedding may also embed other
attributes consistent within a given utterance, we will test
the embedding on other speech applications such as ac-
cent/language, speech pathology, and age recognition. Also,
fine-tuning the DINO embedding to one of the applications with
the labeled data is a natural expansion of this work.
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