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Abstract

This paper describes a spatial-aware speaker diarization sys-
tem for the multi-channel multi-party meeting. The diariza-
tion system obtains direction information of speaker by mi-
crophone array. Speaker-spatial embedding is generated by x-
vector and s-vector derived from superdirective beamforming
(SDB) which makes the embedding more robust. Specifically,
we propose a novel multi-channel sequence-to-sequence neural
network architecture named discriminative multi-stream neural
network (DMSNet) which consists of attention superdirective
beamforming (ASDB) block and Conformer encoder. The pro-
posed ASDB is a self-adapted channel-wise block that extracts
the latent spatial features of array audios by modeling interde-
pendencies between channels. We explore DMSNet to address
overlapped speech problem on multi-channel audio and achieve
93.53% accuracy on evaluation set. By performing DMSNet
based overlapped speech detection (OSD) module, the diariza-
tion error rate (DER) of cluster-based diarization system de-
crease significantly from 13.45% to 7.64%.
Index Terms: speaker diarization, overlapped speech detection,
DMSNet, ASDB, multi-channel

1. Introduction
As the applications of speech signal processing becoming more
and more popular, the technologies, such as automatic speech
recognition (ASR), speaker diarization are facing many chal-
lenges in real-world scenarios. In particular, meeting scenario
is almost the most challenging and valuable because of its com-
plexity and diversity, including overlapped speech, robustness
of speaker embedding, reverberation and unknown number of
speakers, etc.

Speaker diarization has traditionally been addressed as a
single-channel problem, in which multi-channels of audios are
transformed into mono signal by speech enhancement tech-
niques such as beamforming methods [1][2][3]. Multi-channel
audio samples are collected by microphone array that has abun-
dant spatial location information which is beneficial to OSD
task [4] and speaker representation [5]. After performing beam-
foming, the information will decay or even lost in back-end pro-
cess of speaker diarization system including OSD and cluster-
ing. In this paper, to optimize this problem, we design a spatial-
aware multi-channel multi-party speaker diarization system for
meeting scenario.

*Corresponding authors.

Table 1: Details of AliMeeting training and evaluation data [6].
The audio samples were collected in various room with different
size.

Train Eval
Duration(h) 104.75 4.00
Session 212 8
Room 12 5
Participant 456 25
Overlap Ratio(Avg.) 42.27% 34.20%

We evaluated our diarization system on a sizeable real-
recorded Mandarin meeting corpus called AliMeeting which
was provided by the Multi-channel Multi-party Meeting Tran-
scription Challenge (M2MeT) [6]. M2MeT challenge focuses
on addressing the diarization problem in real-world multi-
speaker meetings.

One of the difficulties in AliMeeting is overlapped speech
detection. As shown in Table 1, The average speech overlap ra-
tio of Train and Eval sets are 42.27% and 34.76%, respectively,
which make this task more challenging. Overlapped speech not
only cause false prediction of speakers number when cluster-
ing, but also increases the DER of system directly. In [7], a long
short-term memory (LSTM) neural network has been applied to
OSD. Furthermore, in order to detect the overlapped speech of
speakers, many investigations have been carried out [8][9][10].
H Bredin et al. [11] applied a Bi-LSTM based OSD named
PyanNet to address single-channel overlapped speech. How-
ever, the audios of AliMeeting is 8-channel far-field recording
with rich spatial information, and the performance of Bi-LSTM
based OSD still have room to improve. To tackle this challeng-
ing problem, we propose DMSNet for overlapped speech detec-
tion. DMSNet is a novel multi-channel sequence-to-sequence
architecture used for sequence labeling task which consists of
an ASDB block that extract spatial feature and a Conformer [12]
encoder. Compared with Bi-LSTM based OSD model, DM-
SNet reduces Detection Error Rate (DetER) [13] from 42.57%
to 32.47% on AliMeeting evaluation set. What’s more, the
audios of AliMeeting are collected from different conference
rooms which are full of noise and reverberation. It is worth not-
ing that the speakers of meeting are required to remain in the
same position during recording. In order to make full use of
spatial information provided by the microphone array, we fused
the spatial-vector (s-vector) and x-vector of speakers to make
the similarity matrix of speakers more robust. We performed
direction-of-arrival (DOA) technology to extract s-vector. Af-
ter stacking our methods, the DER of diarization system was
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Figure 1: Spatial-aware speaker diarization system overview. The Rich Transcription Time Marked (RTTM) is the output of speaker
diarization system.

reduced to 7.64% on AliMeeting evaluation set.
The rest of this paper is organized as follows. Section 2

gives the overview of our speaker diarization system. In Sec-
tion 3, we describe training set and evaluation set of each mod-
ule. Experimental setup and results are shown in Section 4.
Finally, we conclude our work in Section 5.

2. System overview
As shown in Figure 1, our speaker diarization system consists
of speaker embedding extractor, spatial embedding extractor
(DOA estimator), clustering modules and OSD. We segment
audio samples according to the oracle VAD label provided by
M2MeT. We will describe each module in detail as follows.

2.1. Speaker embedding

The ResNet34-SE [14] is employed as the x-vectors extractor
with additive margin softmax loss [15] (AAM-softmax) which
learns a segment-level representation from the input acoustic
feature. The dimension of x-vector is reduced from 256 to
128 by Linear Discriminant Analysis (LDA). In our system, the
input is 81-dimensional log-mel filter-bank (FBank) extracted
from the original 16kHz audio with a window size of 25ms and
a 10ms shift.

Figure 2: A diagram of circular array microphones.

2.2. Spatial embedding

The spatial embeddings are extracted by a DOA estimator. As
shown in Figure 2, the look-direction of each beamformer is
uniformly distributed around a circle, so as to generate the spa-
tial separation representations of the beamformer. Superdirec-
tive beamforming (SDB) [16] algorithm is used to extract spa-
tial representation named s-vectors on sliding windows. We
set the window length and window shift to 1s and 0.5s respec-
tively, which is consistent with speaker embedding extractor.
The signal of the C-channel microphone array is denoted as
xc(t)(c=1,2,...,C). The final output of the beamformer can be
expressed as:

Y(ω) =

C∑
c=1

h∗
c(ω)xc(ω) (1)

Eq.1 can be simplified into the following matrix form:

Y(ω) = HH(ω)X(ω) (2)

where H(ω) = [h1(ω),h2(ω), ...,hC(ω)]
T is the beamform-

ing filter of the array, X(ω) = [x1(ω),x2(ω), · · · ...,xC(ω)]
T

is the received signal, and superscript ‘H’ represents conjugate
transpose. Given H(ω), the response in space domain of the
array is:

B(ω, θ) = HH(ω)d(ω, θ) (3)

where θ indicates direction, d(ω, θ)is the steering vector of the
array. For suppressing the noise that is outside the steering di-
rection, the idea of SDB is to maximize the directivity factor.
Combined with no distortion constraint in the desired direction,
SDB is transformed into an optimization problem:

min
H(ω)

HH(ω)RNNH(ω) s.t.HH(ω)d(ω, θ0) = 1 (4)



Table 2: The topology of DMSNet architecture.

Layer Output Size
Input Layer L× C

ASDB Block T ×D × 1
Conformer T ×D × 1

FC1 T × 128
FC2 T × 2

Softmax T × 1

where θ0 is look-direction of target speaker. The filter coeffi-
cient can be obtained as:

H(ω) =
RNN

−1(ω)d(ω, θ0)

dH(ω, θ0)RNN
−1(ω)d(w, θ0)

(5)

where RNN(ω) is the covariance matrix of noise. The dimen-
sion of filter is (N, C, K) in DOA estimator. In our experiment,
according to the number of audio channels, we set C=8. The
order of FIR in the SDB was K=128 in our experiment. We also
set the number of FIR filter N to 120 (a value optimized ex-
perimentally). These filters in DOA estimator were artificially
designed as N depth-wise convolution with 128 kernels size. As
shown in Figure 1, when the 8-channel raw audio is fed to the
estimator, single-channel signals from N directions can be ob-
tained. By normalizing the energy of signals in N directions,
we extract spatial embedding (s-vector) of segmented speech.
The spatial embedding es={es1,es2,...,esN} denotes the energy
distribution of the different look-direction beamformer, where
esn represents the probability of speaker in n direction. By in-
creasing N, higher resolution can be obtained, and we find that
suitable value of N will improve the robustness of s-vector.

2.3. Later fusion

In the embedding fusion module, we perform late fusion
method [5] to construct a separate similarity matrix Asx. We
score the cosine similarity of embeddings in pairs to get sim-
ilarity matrix. We then use the following formula to yield the
fused similarity matrix which act as the input of clustering mod-
ule:

Asx = aAx + (1− a)As (6)

where Ax and As denoted the cosine similarity matrix of x-
vector and s-vector, respectively.

2.4. Clustering

In this stage, we perform normalized maximum eigengap spec-
tral clustering (NME-SC) [17] to obtain speaker labels of seg-
ments. NME-SC can estimate the number of clusters adaptively.

2.5. Overlapped speech detection

The duration of overlapped speech accounts for a large propor-
tion in AliMeeting corpus. In our system, we take two-stage
OSD method to solve overlapped speech problem. The first
stage is to detect overlapped region of speech. Then, in the
second stage, we use the output of heuristic algorithm [18] to
obtain secondary speaker labels. The secondary speaker labels
of non-overlapped region will be removed. In the first stage, we
propose a novel neural network architecture named DMSNet to
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Figure 3: DMSNet is a multi-channel sequence-to-sequence ar-
chitecture used for sequence labeling task. L is the length of raw
audio, C is the number of channel and T is the frame number of
each chunked audio. The parameter r is a reduction ration for
controlling the computational cost of SE-Block. Instance Norm
denote Instance Normalization layer.

detect overlapped speech of multi-channel audio. DMSNet is a
multi-channel sequence-to-sequence architecture which can ad-
dress the sequence labeling task which matches a raw audio X
= {x1, x2,..., xC} to the corresponding label sequence y where
xc = {x1, x2,...,xL} is of L length raw waveform and y = {y1,
y2,...,yT } is T frames label. The labeling principle is that yt=0
if there is non-overlapped at time step t and yt=1 if there is over-
lapped. We use pyannote.audio toolkit [11] to built this module.

As shown in Figure 3, DMSNet consists of attention su-
perdirective beamforming (ASDB) block and Conformer en-
coder. Inspired by SDB algorithm which designs different ar-
tificial filters for channels to enhance the signal, we propose a
learnable ASDB block to overcome many shortcomings of the
SDB. In ASDB block, the 8-channels raw audio is split into
segments by sliding window and the feature of segments is ex-
tracted by SincNet [19]. The weights of each channels are self-
adapted, which make the module learn the spatial information
of speech better. Squeeze-and-excitation (SE) block [20] is ap-
plied to learn the weights of each channel and proposed to im-
prove the representational power of a network enabling it to per-
form dynamic channel-wise feature. Then, we use 1-dimension
convolution whose kernel size is 1×1 to combine the latent spa-
tial feature of different channels. We also adopt 24 layers Con-
former as encoder to capture speaker-spatial information of sig-
nal from the entire sequence. Finally, the classification layer
including linear and softmax layers output the label. The com-
plete architecture for DMSNet is shown in Figure 3. We train
the architecture with binary cross entropy (BCE) loss.

3. Data preparation
The dataset was collected by 8-channel microphone array, of
which 212 audio samples are training set (Train), 8 audio sam-



Table 3: Comparison of different OSD architecture. SDB-SincNet denotes that the inputs of SincNet were beamformed by SDB.

ID Architecture Extraction block Encoder DetER(%) Accuracy(%) Precision(%) Recall(%)
M1 PyanNet [11] SDB-SincNet Bi-LSTM 42.57 91.61 85.23 70.06
M2 DMSNet-SDB(ours) SDB-SincNet Conformer 35.48 92.97 87.22 75.58
M3 DMSNet-L(ours) ASDB Bi-LSTM 36.68 92.69 88.18 73.12
M4 DMSNet(ours) ASDB Conformer 32.47 93.53 89.22 76.81

Table 4: Experimental result for various diarization system with
different speaker embeddings. The collar size of DER is 0.25s.

Embedding DER(%)
Score /w overlap Score w/o overlap

s-vector 17.13 5.14
x-vector 13.81 0.87
sx-vector 13.45 0.57

ples are evaluation set (Eval). The number of speakers within
one meeting session ranges from 2 to 4. Our use of training set
in this challenge is as follows:

• Speaker embedding extractor: We take CN-celeb1 (793
speakers) and CN-Celeb2 (2000 speaker) [21] as the
training set containing 2793 speakers in total (the CN-
Celeb1-test part is excluded from training).

• Overlapped speech detection: We use AliMeeting train-
ing set to train OSD models.

4. Experimental result and discussion
4.1. OSD methods

The first experiment in this work is to explore the importance
of different components in DMSNet. As shown in Table 3, we
design different OSD architectures with different extract block
and encoder layers. The inputs of models are chunk 2s audio.
The 60-dimensional speech features were extracted by SincNet.
We perform SDB to enhance the 8-channel audio on AliMeeting
evaluation set using PyanNet architecture and DMSNet-SDB
architecture. The encoder of DMSNet-L is 2 layer Bi-LSTM
with 128-dimension hidden units. Considering that the filter and
time delay of each channel is discriminative in SDB method,
we make the weight of each channel different in ASDB. In
DMSCNet-L architecture, we take ASDB as extraction block.
DMSNet consists of an ASDB Extraction block and 24 layers
Conformer encoder whose topological structure are the same in
all OSDs.

We report the overall accuracy (overlapped and non-
overlapped) precision, recall and DetER on the evaluation set.
DMSNet achieve the best performance among these architec-
tures and ASDB block is a necessary component of DMSNet.
The purpose of FBS is to enhance the target speaker signal,
while inhabits the rest of the speakers signals. As a result, the
spatial information of array signals is lost. ASDB extraction
block is based on channel attention to extract the spatial fea-
ture of speaker, which is suitable for OSD task. Conformer en-
coder is good at capturing local and global dependencies of se-
quence. By performing DMSNet, we achieve 93.53% accuracy
and 32.47% DetER on evaluation set.

4.2. Spatial-speaker embedding fusion

The second experiment is designed to investigate different
speaker embedding as input to the clustering module. In order
to evaluate the robustness of various embeddings, we perform

Table 5: Detailed experimental results for various diarization
system with different OSD module. The collar size of DER is
0.25s.

ID OSD MISS(%) FA(%) SpkErr(%) DER(%)
S1 - 12.9 0 0.5 13.45
S2 Oracle 1.8 0.0 4.3 6.10
S3 PyanNet 5.5 0.3 2.9 8.75
S4 DMSNet-SDB 3.6 1.0 3.6 8.17
S5 DMSNet-L 4.2 1.1 2.8 8.13
S6 DMSNet 3.6 0.6 3.5 7.64

NME-SC for speaker diarization with different embeddings. In
our diarization systems, the window length is 1s and the win-
dow shift is 0.5s. In this experiment, we use oracle VAD label
and we evaluate the system with different scoring options. As
shown in Table 4, the individual spatial embeddings are not ro-
bust for clustering. According to Eq. 6, we fused the spatial
embeddings and speaker embedding. After tuning on training
set, we set the a to 0.95. By comparing with different scoring
options in Table 4, we found that overlapped speech caused the
high DER. When we ignored the overlapped speech, the fusion
method resulted in 34% relative improvement on evaluation set,
which proved the robustness of spatial-speaker embedding.

4.3. Speaker diarization systems

The third experiment is to apply the proposed DMSNet OSD for
speaker diarization on AliMeeting evaluation set. To investigate
the importance of OSD, we also evaluate a speaker diarization
system with oracle OSD label. For System 1∼6, we use spatial-
speaker similarity matrix as input to clustering module. Table 5
shows the results of experimental results of our systems with
different OSD modules. System 1 uses NME-SC to assign the
most probability speaker label to segment. The result of System
2 proves the importance of OSD module, i.e. there is still a room
for improvement on the detection of overlap. Compared with
System 3, the result of System 6 suggests that using DMSNet
can significantly improve the performance on DER.

5. Conclusions

In this paper, we propose a spatial-aware speaker diarization
system for multi-channel multi-party recording in real-world
meeting. We present two methods to improve the performance
of speaker diarization system for multi-channel audio. We also
propose a sequence-to-sequence architecture named DMSNet
for OSD. DMSNet is a channel-wise neural network architec-
ture which adaptively extracts latent spatial information of array
audios by modeling interdependencies between channels. We
also perform a DOA estimator to extract spatial embedding of
speaker. Experimental results show that DMSNet outperforms
the existing overlapped speech detection method, and the results
demonstrate its effectiveness in speaker diarization systems.
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