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Abstract

We present a condensed description and analysis of the joint
submission of ABC team for NIST SRE 2019, by BUT, CRIM,
Phonexia, Omilia and UAM. We concentrate on challenges that
arose during development and we analyze the results obtained
on the evaluation data and on our development sets. The con-
versational telephone speech (CMN2) condition is challenging
for current state-of-the-art systems, mainly due to the language
mismatch between training and test data. We show that a com-
bination of adversarial domain adaptation, backend adaptation
and score normalization can mitigate this mismatch. On the
VAST condition, we demonstrate the importance of deploying
diarization when dealing with multi-speaker utterances and the
drastic improvements that can be obtained by combining audio
and visual modalities.

1. Introduction

This paper presents the ABC team submission to the NIST
2019 Speaker Recognition Evaluation (SRE19), resulted from
a collaborative effort between Brno University of Technol-
ogy, Phonexia, Omilia, CRIM and Universidad Autonoma de
Madrid. SRE19 consists of two separate activities: The first ac-
tivity is a leaderboard-style challenge, where participants could
daily evaluate three systems on unexposed portions of the Call
My Net 2 (CMN) corpus comprising 8kHz conversational tele-
phone speech in Tunisian Arabic. Therefore, similarly to NIST
SRE18, the main challenge is to build systems using plentiful
(mostly English) out-of-domain data and to adapt them to the
target domain using the limited available Tunisian Arabic tele-
phone data. The second activity is a regular NIST evaluation,
where submitted systems are evaluated on the unexposed por-
tions of the Video Annotation for Speech Technology (VAST)
corpus. Besides the 16kHz speech data, this corpus contains
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also the corresponding video recordings of the speakers. There-
fore, the new challenge in this evaluation is to use also the visual
information to improve the speaker recognition performance.

This paper describes our very competitive submissions for
both CMN and VAST conditions. For VAST, we also compare
audio-only and audio-visual systems. Our primary submission
to each condition is a score-level fusion of several individual
systems. All individual systems are based on x-vectors — em-
beddings extracted from audio (or video) recording using Deep
Neural Networks (DNN). The individual systems mainly dif-
fer in the particular DNN architecture (variants of TDNN and
ResNet) and the back-end model/strategy for comparing the em-
beddings. More technical details on the systems can be also
found in [1] and [2]. For both CMN and VAST, we report sig-
nificant improvements obtained by fusing 4 similarly perform-
ing audio systems. For VAST, impressive improvements (up
to 70% relative) are obtained when adding a video based sys-
tem to the fusion, even though the proposed video-only systems
yield inferior performance compared to that of the audio-only
systems.

Further analysis is provided in this paper in order to pro-
vide more insights into our system design choices and to show
the effectiveness of individual steps or components in our sys-
tems. For CMN system, we analyze the effectiveness of dif-
ferent x-vector and score normalization techniques, as well as
supervised and unsupervised adaptation strategies of the back-
end, which are necessary to adapt the systems to the target do-
main with scarce in-domain labeled data. For VAST condition,
the recordings may contain speech from multiple speakers and
the task is to detect if one of them is the target speaker. We ap-
proach the problem by employing a variety of diarization strate-
gies, loss functions for training x-vector extractors, and back-
ends for evaluating likelihood ratios. We observe that different
choices have to be made for VAST and CMN in order to get
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the optimal performance, reflecting the significant differences
between the two tasks.

2. CMN - Call My Net 2
2.1. Data & Experimental setup

For training the networks, we used the following datasets:

e NISTSRE4,5,6,8, 10
e Fisher Arabic

e All switchboard data

e Voxceleb 1 and 2

We performed the following data augmentations which are
the same as in Kaldi apart for the compression recipe' :

e Reverberated
e Augment with Musan noise, music and speech
e Compression using ogg and mp3 codecs for Voxceleb

After creating a list of utterances for augmentation, a subset
of 500K utterances from this list was selected and added to the
training data. Afterwards, utterances with less than 500 frames
and also speakers with less than 5 training utterances were re-
moved. Finally, the training set consisted of 17054 speakers.

All of the backends utilized the following data:

e Training set - data from Mixer collection (NIST SRE
2004-2010) from which we kept only telephone record-
ings, approximately 66k utterances.

e Adaptation set - SRE18 development set and 60% of the
data from SRE1S8 evaluation dataset. The resulting set
consisted of 8k utterances coming from 137 speakers.

e S-norm data - part of the adaptation set (5 utterances per
speaker) and SRE18 unlabeled data.

e Unseen development set for performance evaluation -
remaining 40% of the data from SREI8 evaluation
dataset.

2.2. Preprocessing

We used FBANK or MFCC features and energy-based VAD
from Kaldi SRE16 recipe without any modification. The fea-
tures are therefore 23-dimensional MFCC or 40 dimensional
FBANK, which are extracted from 25 ms windows with 15 ms
overlap. The bandwidth is limited between 20 and 3700 Hz for
8kHz sampling frequency or 20-7600Hz for 16kHz sampling
frequency. We also apply short-term mean normalization with
a sliding window of 3 seconds.

2.3. General pipeline

Every system is a combination of a different DNN x-vector ex-
tractor and a backend. We use 4 different DNN topologies and
2 different backends. All individual systems are described be-
low in different subsections, in which the general scheme is first
outlined followed by specific system details.

For all of the systems we generate x-vectors for every utter-
ance and do mean normalization. Evaluation x-vectors are cen-
tered using the mean computed on the adaptation set, while the
backend training x-vectors are centered using their own mean.
Then, we apply feature-distribution adaption (FDA) transforma-
tion [3] on the training x-vectors. The goal of the transforma-
tion is to modify the out-of-domain training x-vectors so that

"https://github.com/kaldi-asr/kaldi/tree/
master/egs/srel6/v2
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their variance is not lower than the variance of the in-domain
adaptation x-vectors in any direction. Then, Gaussian or heavy-
tailed PLDA model is trained using the transformed training
x-vectors. Additionally, we train “adaptation” model on the
untransformed adaptation x-vectors. The final adapted model
is derived from the two PLDA models so that the modeled
across-speaker covariance matrix is an average of the covari-
ance matrices from the constituent models. Similarly, within-
speaker covariance matrices are also interpolated. Finally, we
used adaptive symmetric score normalization (adapt S-norm)
which computes an average of normalized scores from Z-norm
and T-norm [4, 5]. In its adaptive version [5, 6, 7], only a part of
the cohort is selected to compute mean and variance for normal-
ization. The 800-top scoring files are selected from the S-norm
set.

2.4. Individual Systems
2.4.1. ResNet_GPLDA

ResNet-based embeddings are extracted from a standard 50-
layer ResNet (ResNet50) [8]. This network uses 2-dimensional
features as input and processes them using 2-dimensional CNN
layers. Inspired by the original DNN architecture for x-vector
extraction, both mean and standard deviation are used as statis-
tics. The ResNet is trained using SGD optimizer for 6 epochs.

When training the backend for this system, we add SRE16
evaluation data (10k utterances from 201 speakers) to the train-
ing set. Besides the centering and FDA preprocessing men-
tioned above, we apply LDA that reduces the dimensionality
of x-vectors from 256 to 250, and length normalization. Then,
we train a GPLDA model for which the size of both speaker and
channel subspaces is set to 150. The adaptation model is also
a GPLDA, but with smaller speaker and channel subspaces are
smaller, namely 50.

2.4.2. FTDNN_HTPLDA

For this system we use the factorized TDNN (F-TDNN) archi-
tecture proposed in [9]. We train it with the Kaldi toolkit [10]
with similar settings to those described in srel6/v2 recipe.
We used the datasets described in Sections 2.1, and features
and VAD described in Section 2.2. Moreover, we trained the
model for six epochs instead of three and used a modified ex-
ample generation. Finally, we used 300 frames in all training
segments and instead of random segment selection we used al-
most all available speech from all training speakers.

We trained an HTPLDA model -with the size of the speaker
subspace set to 200- on the length-normalized embeddings from
the training set, enlarged by adding 4 different augmentations
for each training utterance. Then, a smaller HTPLDA model
(speaker space of size 100) is trained on the adaptation data.
The degrees of freedom parameter was set to 2 for both models.

2.4.3. Res-E-TDNN_DENOI_HTPLDA

For this system, we use a modified version of the Extended-
TDNN (E-TDNN) architecture [9] where TDNN layers are in-
terleaved with fully connected linear layers. In all the layers
before the pooling layer 768 outputs (channels) are used in-
stead of 512. Also, based on our experience for VoxCeleb chal-
lenge [11], we add a few residual connections to these layers.
The input of each linear layer before the pooling layer is a sum-
mation of the output of all previous TDNN layers. So, the first
linear layer receives the input from one TDNN layer, the sec-
ond one receives it from summation of two TDNN layers and



so on. We train it with the Kaldi toolkit and setup described in
Section 2.4.2 with the exception that we trained the model for
three epochs.

During extraction, each audio file is pre-processed with
denoising based on neural-network autoencoder. The autoen-
coder, training data, and augmentation are described in [12] and
[13]. On top of the x-vectors we train a HTPLDA model with
the size of the speaker subspace set to 200 on the 66k embed-
dings from the training set. SRE16 evaluation data are added
to the adaptation set. Adaptation HTPLDA of the same size as
the main one is trained on the resulting data. The degrees of
freedom parameter was again set to 2 for both models.

2.4.4. Res-E-TDNN_GAN_HTPLDA

In this approach we begin with a Res-E-TDNN network (see
Section 2.4.3) trained on SRE English telephone data. We then
apply adversarial domain adaptation. Similarly to our approach
described in [14], we attach a domain discriminator (a feed-
forward neural network with 3 hidden layers and Leaky ReLU)
which aims at discriminating between source and target do-
mains (English and Arabic, respectively). The x-vector extrac-
tor tries to fool the discriminator by maximizing the binary cross
entropy loss of the discriminator. The adversarial loss encour-
ages the extractor to encode utterances into x-vectors that are
hard to distinguish in terms of domain (i.e. language). More-
over, as the divergence between the two marginal distributions
becomes smaller, a PLDA model trained solely on source x-
vectors can perform fairly well on the target domain without
any adaptation. Note that different from [14], we use a standard
GAN (as opposed to Wasserstein GAN) and we do not aug-
ment input features or hidden representations with domain la-
bels. During adaptation, the number of source training speakers
is 4254 selected from SRE 2004-2010 (English telephone only),
while we augment the target domain data with Fisher Arabic,
resulting in 2251 Arabic speakers. Two different softmax lay-
ers are used (one for each domain) and their associated cross
entropy losses are added, yielding the overall speaker classifi-
cation loss.

The backend training of this model practically replicates
what we did for the F-TDNN (see backend description in Sec-
tion 2.4.2). The only difference is that we do not use length
normalization in this case.

2.5. Calibration and Fusion

The final submission strategy is one common fusion trained
on the labeled development set created by holding out 40% of
the NIST SRE2018 CMN2 evaluation data. Each system pro-
vides log-likelihood ratio scores that undergo score normaliza-
tion. These scores are first pre-calibrated and then passed to the
fusion model. The output of the fusion is then again calibrated.

Both calibration and fusion are trained with logistic regres-
sion optimizing the cross-entropy between the hypothesized and
true labels on a corresponding development set. Our objec-
tive is to improve the error rate on the development set. We
observed very similar error rates on our development set and
NIST’s progress set during submitting our intermediate systems
to the NIST leaderboard.

2.6. Analysis

Table 1 shows the results of our fusion of 4 systems submitted to
the NIST SRE 2019 CMN evaluation together with the results
of the individual systems. The best single system is F-TDNN
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with HTPLDA, but all 4 systems are very close in performance
with close to perfect calibration. We observe 20% relative gain
from the fusion on the SRE19 evaluation data.

Based on the lessons learned from Interspeech 2019 Vox-
celeb challenge, where conventional PLDA backends did not
provide optimal performance, we ran an analysis of different
backends for F-TDNN and ResNet based x-vectors. Table 2
summarizes these results showing that the HTPLDA is the best
choice for both architectures in this domain. The results in Ta-
ble 4, which will be analyzed below in more detail, shows in-
stead that cosine distance scoring together with domain adapta-
tion techniques provides the best results on the VAST domain.

The key element of last NIST evaluations is the adaptation
of the system to the new domain. Table 3 shows the analysis
of different adaptation and normalization strategies. Overall,
the best attained by applying mean subtraction with length nor-
malization, FDA and supervised PLDA adaptation followed by
adaptive snorm.

3. VAST - Audio Systems
3.1. Data & Experimental setup

We train the backend on approximately 145k utterances from
VoxCeleb 2 (original speech segments corresponding to the
same session are concatenated together). For the adaptation,
we used 37 utterances of SRE18 VAST development data.

3.2. Preprocessing

We used FBANK or PLP features and energy-based VAD from
Kaldi SRE16 recipe without any modification. The features are
40 dimensional FBANK or 23 dimensional PLP, which are ex-
tracted from 25 ms windows with 15 ms overlap. The band-
width is limited to 20-7600Hz for 16kHz sampling frequency.
We apply also short-term mean normalization with a sliding
window of 3 seconds.

3.3. General info

Different architectures of DNN extractors were trained and used
to extract x-vectors for each utterance.

In the backend part, all training, adaptation and evalua-
tion x-vectors are centered using the training x-vectors mean.
Then, we apply feature-distribution adaption (FDA) transforma-
tion [3] on the training x-vectors. After FDA, we apply length
normalization and LDA dimensionality reduction followed by
another length normalization.

After the preprocessing described above we either train
Gaussian PLDA model or use simple cosine scoring to com-
pare the x-vectors. In all cases, we used adapt S-norm. As a
cohort, we used a subset of the PLDA training data.

In fact, the scoring procedure for VAST condition is more
intricate as test utterances can contain speech from multiple
speakers. The task is to detect if one of these speakers is the
same as in the enrollment utterance. For this purpose, all test
files are processed by a diarization system based on Agglom-
erative Hierarchical Clustering (AHC) of x-vectors, which are
extracted from input recordings every 0.25 seconds (see Sec-
tion 3.6.2 and [15] for more details). The diarization systems
are run to produce 4 different outputs with 1,2,3 and 4 speakers.
Then, an x-vector is extracted for each speaker suggested by the
4 diarization outputs resulting in 10 x-vectors per test file. All
10 test x-vectors were compared with the enrollment x-vector
using the backend described in the next sections and maximum



Table 1: Results of single systems and submitted fusions for NIST SRE2019 CMN.

# System Backend SRE18 CMN eval SRE19 CMN eval
minDCF actDCF EER (%) minDCF actDCF EER (%)
1 ResNet GPLDA  0.281 0.285 3.77 0.341 0.352 3.29
2 F-TDNN HTPLDA  0.255 0.257 3.37 0.311 0.321 3.01
3 Res-E-TDNN_DENOI HTPLDA  0.312 0.314 4.30 0.355 0.359 3.77
4 Res-E-TDNN_.GAN  HTPLDA 0.273 0.275 3.76 0.312 0.317 3.18
Fusion 1+2+3+4 0.216 0.218 3.00 0.268 0.277 2.43

Table 2: Results of the different backend strategies for different
types of x-vectors. Results are reported on NIST SRE 2019
CMN2.

ResNet F-TDNN
minDCF EER [%] minDCF EER [%]
GPLDA 0.344 3.37 0.328 3.51
HTPLDA  0.346 3.37 0.305 2.93
cos. dist. 0.468 5.54 0.425 5.21

Table 3: Results of the x-vector normalization and backend
adaptation techniques on the telephone data CMN2

SRE18 eval SREI19 eval
EER (%) EER (%)
no mean subtraction 7.36 7.26
mean subtraction 5.89 5.80
+ FDA 4.84 4.73
+ supervised PLDA adaptation 3.85 3.52
+ snorm 5.15 4.90
+ FDA + snorm 3.97 3.86
+ PLDA adapt + snorm 3.53 3.13
+ FDA + PLDA adapt + snorm 3.29 291

score was selected as the representative score for the given trial.

3.4. Individual Systems
3.4.1. ResNet_GPLDA and ResNet_COS

The topology and training scheme is described in Section 2.4.1
and the training data and preprocessing in Section 3.1 and 3.2.

For this system we used additive angular margin loss (de-
noted as ‘AAM loss’) which was proposed for face recogni-
tion [16] and introduced to speaker verification in [17]. Instead
of training the AAM loss from scratch, we only fine-tune a well-
trained NN using conventional softmax loss. The parameters
controlling the AAM loss [17] are set as follows in all our ex-
periments: s is set to 30 and m is set to 0.2..

We used the development part of VOXCELEB-2
dataset [18] for DNN training. This set has 5994 speak-
ers spread over 145 thousand sessions (distributed in approx.
1.2 million speech segments). We used original speech seg-
ments together with their augmentations. The augmentation
process was based on the Kaldi recipe (see Section 2.1) and it
resulted in additional 5 million segments.

We used two backend strategies with this system:

e GPLDA - we reduce the x-vector dimensionality to 200
using LDA and a Gaussian PLDA model is trained with
the size of the speaker and channel subspace set to 200
(i.e full-rank). We use 100 top scoring files from the
cohort ( 5k x-vectors from the training set) for S-norm.

e COS - we reduce the x-vector dimensionality to 100 us-
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ing LDA and we perform cosine similarity scoring. We
use 100 top scoring files from the cohort ( Sk x-vectors
from the training set) for S-norm.

3.4.2. TDNN_GPLDA

This system is the well-known TDNN based x-vector topology
trained with Kaldi toolkit [10] using SRE16 recipe with the fol-
lowing modifications:

e Training networks with 6 epochs (instead of 3). We did
not see any considerable difference with more epochs.

e We use 200 frames for all training segments (instead of
random durations between 200 and 400 frames).

e We sample the training segments in such a way that all
regions of a recording are equally used (instead selecting
the segments completely at random).

e the amount of training data is increased 5 times by in-
cluding the 4 copies of the data with different augmenta-
tions, same as for ResNet in Section 3.4.1.

This system is trained on the VoxCeleb 1 and 2 develop-
ment sets (1152 + 5994 speakers respectively), 2338 speakers
from LibriSpeech dataset [19] and 1735 speakers from Deep-
Mine dataset [20]. For all training data, we first discard utter-
ances with less than 400 frames (measured after applying the
VAD). After that, all speakers with less than 8 utterances (in-
cluding augmentation data) are removed.

The LDA dimensionality is 150. Gaussian PLDA model is
trained with the size of the speaker and channel subspace set
to 150 (i.e full-rank). We used 150 top scoring files from the
cohort ( 25k x-vectors from the training set) for snorm.

3.4.3. 8kHz_PLP_TDNN_GPLDA

This system is trained on 8kHz CMN telephone data on 23 di-
mensional PLP features. Embeddings are adapted to VAST by
using only unsupervised adaptation employing CORAL [21].
LDA dimensionality is set to 200. We do not use S-norm with
this system.

3.5. Calibration and Fusion

The final submission strategy is one common fusion trained
on the labeled development set. Each system provides log-
likelihood ratio scores.These scores are first pre-calibrated and
then passed into the fusion. The output of the fusion is then
re-calibrated.

Both calibration and fusion are trained with logistic regres-
sion optimizing the cross-entropy between the hypothesized and
true labels on a corresponding development set. Our objective
is to improve the error rates on the NIST SRE 2019 VAST de-
velopment set.



3.5.1. Data

We use the labeled NIST SRE2018 VAST evaluation set to train
the calibration and fusion as we are using NIST SRE 2018
VAST development data in some cases to do the system adap-
tation and we want to avoid the overlap which exists between
NIST 2018 and NIST 2019 VAST development sets. We have
not split the datasets in any way and we take the risk of having
an overlap which exists between NIST 2018 VAST evaluation
set and NIST 2019 VAST development set.

3.5.2. Results

The first part of table 6 shows the 4 audio-based individual
speaker verification systems which are used in the fusion. The
first 3 are the 16kHz systems and are very close in performance.
The 4th system is a 8kHz PLP based system trained on tele-
phone data. Although it performs poorly on its own, it still pro-
vided gains in the fusion.

3.6. Analysis
3.6.1. PLDA vs Cosine distance scoring for ResNet

The purpose of this experiment is to compare backends for the
ResNet system with AAM finetuning. The results are reported
in Table 4 where the first part analyzes the results without adap-
tation and the second part analyzes results with FDA transfor-
mation as preprocessing. The general trend for the ResNet ar-
chitecture in this domain is that we have better results with co-
sine distance as backend. Adaptive S-norm boosts the perfor-
mance of both - PLDA and cosine distance.

Table 4: Results of the different backend strategies for ResNet
with AAM.

SREI8 VASTeval  SREI9 AV eval
minDCF  EER [%] minDCF EER [%)]

No adaptation

PLDA 0.464 11.44 0.144 2.89
PLDA+snorm  0.455 10.68 0.124 2.74
COS 0.459 10.60 0.152 3.01
COS+snorm 0.465 9.46 0.133 2.61
FDA transform of PLDA training and snorm data
PLDA 0.423 12.68 0.138 2.62
PLDA+snorm  0.373 10.08 0.126 2.54
COS 0.459 10.60 0.152 3.01
COS+snorm 0.351 7.77 0.129 241

3.6.2. Impact of diarization

Given that in this condition test utterances can contain speech
from multiple speakers, we consider the different strategies for
scoring. Results comparing these strategies are shown in Ta-
ble 5. For the first line no diarization is used and a single
x-vector is extracted from the whole test utterance and scored
against the enrollment x-vector. BHMM shows the results when
using the DIHARD II winning system [15] for diarization. This
system is based on Bayesian HMM clustering of x-vectors,
which can automatically determine the number of speakers. An
x-vector is extracted from the speech of each identified speaker
and scored against the enrollment x-vector. Out of these, the
maximum score is selected. AHC 1-4 spk is the approach used
in our submission, as described in section 3.3, where AHC is
used to perform clustering into 1,2,3 and 4 speakers and the cor-
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responding 10 x-vectors are extracted and scored against the en-
rollment x-vector. The remaining lines correspond to the same
strategy with a different number of maximum speakers.

Table 5: Effect of diarization in VAST.

SRE18 VAST eval SRE19 AV eval

minDCF EER [%] minDCF EER [%]
no diarization 0.364 9.38 0.143 441
BHMM 0.332 9.66 0.127 3.06
AHC 1-2 spks 0.323 8.91 0.110 2.54
AHC 1-3 spks 0.321 8.37 0.102 2.47
AHC 1-4 spks  0.319 8.43 0.100 2.39
AHC 1-7 spks 0.332 7.85 0.101 2.30

We can see that the strategies making use of diarization pro-
vides significant better results than the naive approach with a
single x-vector per test utterance. Inspecting the diarization re-
sults we observed that although the BHMM provides very good
diarization output, the simpler AHC strategy provides better re-
sutls in terms of speaker recognition performance.

4. VAST - Audio Visual

4.1. Individual Visual Systems
4.1.1. CRIM_.V_SIPL

The video baseline system is inspired by the definition of the
Face Recognition System in the SRE19 Multimedia Baseline
description document (Section 4). First, embeddings are ex-
tracted for the enrollment videos using the facial bounding
boxes and frame indices provided in the dataset. The corre-
sponding image regions are cropped, normalized, and passed to
a Squeeze-Excitation variation of a ResNet-50 [22] pre-trained
on VGGFace2 [23] to produce a set of facial embeddings. For
each enrollment video, the embeddings are averaged to create a
single feature vector that corresponds to a subject. Next, we use
the Single-shot Scale-invariant Face Detector (S3FD) of [24] to
detect roughly one face per second in the test videos. With those
detections’ bounding boxes, we extract new facial embeddings
using the same approach as before. Finally, in each trial, we
compute the cosine similarity between the (averaged) subject
embedding and the automatically extracted embeddings. The
output score for each video is the maximum similarity found
between embedding pairs in that video. No score normalization
is performed.

4.1.2. CRIM_V_S2MD

The multitask CNN (MTCNN) was used for the detection of
faces. Here, we used only the detected bounding boxes (BB)
around the faces. The SENet50 [22] architecture trained on
VGG Face?2 [23] was then used to produce a set of facial embed-
dings. Since the videos contain more than one persons, we used
Kalman filter to track the extracted BB from frame to frame.
The tracking leads to several groups of facial attributes corre-
sponding to different tracklets. The track of one person could
be possibly represented by a number of tracklets (groups) if the
tracking is broken for any reason (e.g. occlusion, leaving the
scene, etc.). The Chinese Whispers algorithm which do not
need any prior information about the number of clusters was
then used for clustering the embeddings. In the test phase, for
each trial we compute the cosine similarity between the (av-
eraged) subject embedding and the automatically extracted em-
beddings. The output score for each video is the maximum sim-



Table 6: Results of single systems and submnitted fusions, * denotes single best system.

# System SREI19 AV dev SRE19 AV eval
minDCF actDCF EER (%) minDCF actDCF EER (%)
Audio systems
1 ResNet_GPLDA 0.23 0.25 4.14 0.11 0.12 2.01
2 ResNet_COS 0.21 0.23 5.08 0.11 0.14 2.13
3 * TDNN_GPLDA 0.19 0.20 4.25 0.097 0.11 2.19
4 8kHz_PLP_TDNN_GPLDA 0.49 0.49 11.2 0.31 0.32 6.35
FUSION (PRIMARY) 1+2+3+4  0.15 0.16 391 0.092 0.119 1.64
Visual systems
5 CRIM_V_SIPL 0.77 0.79 9.17 0.20 0.42 391
6 * CRIM_V_S2MD 0.46 0.49 7.24 0.36 0.46 8.62
FUSION (PRIMARY) 5+6 0.44 0.45 6.66 0.225 0.325 4.29
Audio-visual systems
* FUSION 3+6 0.10 0.10 1.71 0.054 0.060 0.99
FUSION (PRIMARY) 2+3+4+6  0.07 0.08 1.54 0.050 0.052 0.77
FUSION (posteval) 2+3+4+5 0.09 0.11 1.82 0.035 0.043 0.50

ilarity found between embedding pairs in that video. No score
normalization is performed.

4.1.3. Calibration and Fusion

For audio-visual challenge we used audio systems described in
Section 3 and 2 visual systems described in this section. The
calibration and fusion strategy was same as was described for
audio only systems in Section 3.5 with 2 more visual systems.

The lower part of the Table 6 shows the fusion of single
best audio and video system and also fusion of 3 audio systems
with one video system. There is a huge improvement (more
than 50% relative) in fusion observed by many sites when fusing
audio and video modalities. Our video systems were not robust
enough and showed different behavior on our development and
evaluation set. Therefore we have run also new fusion marked
as “’posteval” which shows even another 20% relative gain from
fusing audio and video systems.

5. Conclusion

In 2019 edition of the NIST speaker recognition evalua-
tion, we have again observed that fusion of several systems
yields significant improvements even if all the subsystems are
quite similar. In CMN2 condition, we demonstrated that dif-
ferent x-vectors/score normalizations, together with unsuper-
vised/supervised and generative adversarial network-based do-
main adaptation strategies are important to obtain good results
in the target domain with very limited resources. On the VAST
condition, we showed that when dealing with multi-speaker test
utterances, the use of diarization is necessary to obtain good
results. The new challenge in this evaluation was the audio-
visual speaker verification on VAST data, which revealed that
impressive improvements can be attained by fusing information
from the two modalities. We have also observed that different
training and scoring strategies have to be used to obtain optimal
results for the CMN and VAST conditions. This calls for further
analysis which would bring us closer to building truly domain
independent speaker verification systems.
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