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Abstract: In this paper, we propose a logic optimization method to remove the redundancy in the circuit. The incre-
mental Automatic Test Pattern Generation method is used to find the redundant multiple faults. In order to remove
as many redundancies as possible, instead of removing the redundant single faults first, we clear up the redundant
faults from higher cardinality to lower cardinality. The experiments prove that the proposed method can successfully
eliminate more redundancies comparing to the redundancy removal command in the synthesis tool SIS.
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1. Introduction

Logic optimization methods have been studied since 1980’s
which resulted in SIS [1] logic synthesis tool and later in ABC [2]
logic synthesis and verification tool. Redundancy removal com-
mand in logic synthesis tool SIS [1] can optimize the circuit by
eliminating the single redundant faults. Authors in Ref. [3] try
to remove the single redundancies in the circuit by repeatedly
adding redundancy and then removing other redundancies. Au-
thors in Ref. [4] utilize multiple faults to simplify circuit log-
ics by generating a new circuit with the function approximate
to the original circuit. In other words, the circuit function may
be changed. However, none of these methods consider the op-
timization by removing the redundant multiple faults in the cir-
cuit without the function change, which can potentially eliminate
more redundancies and make circuit more compact.

In this paper, we propose a new logic optimization method by
identifying the redundant multiple stuck-at faults (MSAF) and
removing their related gates. The fault selection method intro-
duced in Refs. [5], [6], [7] is applied to find the redundant multi-
ple faults. According to the experimental results, by eliminating
the MSAF from higher cardinality to lower cardinality, the pro-
posed method can remove more redundant logic comparing to the
methods that only eliminate single stuck-at faults (SSAF).

The rest of the paper is organized as follows. Section 2 presents
the fault selection method to find multiple faults. Section 3 ex-
plains the proposed fault removal method. Section 4 illustrates
the experimental results. Section 5 concludes the paper and dis-
cusses the future work.
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2. Finding the Redundant Multiple Faults

The naive way to find redundant faults is traversing the entire
fault list and checking one by one. However, it cannot handle
multiple faults due to the large number of fault combinations. In-
spired by the research [5], [6], [7], instead of checking all multi-
ple faults, we want to check the fault propagation path to find the
redundant multiple fault, which can greatly reduce the time, as
shown in the experimental results of Refs. [5], [6], [7]. Here we
take Fig. 1 as an example. We assume that there are two SSAF f1
and f2. f1 cannot be propagated to the output since f2 blocks its
propagation path. If f2 is a redundant fault or f1 blocks the path
of f2 as well, Double Stuck-at Faults (DSAF) { f1, f2} is selected
as a potential redundant fault. In addition, the DSAF consists of
two redundant single faults is also classified as the potential re-
dundant fault. Then, we can pick up the redundant DSAF by per-
forming fault simulation and test generation. This process is very
fast since the size of the potential redundant fault list is drastically
smaller than all the faults. Therefore, starting from a compact test
set for the single fault, we can incrementally find the redundant
multiple faults in an acceptable running time for fairly large cir-
cuits.

3. Removal of the Multiple Faults

The composition of the redundant MSAF is shown in Table 1,

Fig. 1 Two faults mutually block each other [5].
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whose second, third, and forth columns are the number of the
redundant DSAFs including two non-redundant SSAFs, one non-
redundant and one redundant SSAFs, and two redundant SSAFs,
respectively. The redundant DSAF consisting of two redundant
SSAFs is equal to two SSAFs as redundant faults, while the
DSAF include at least one non-redundant SSAF is different from
two redundant SSAFs. Obviously, most of the redundant DSAFs
include at least one redundant SSAF. There are two ways to re-
move the redundant multiple faults. The first way is to remove
the faults from the lower cardinality to higher cardinality. How-
ever, according to the experimental results shown in Table 1, few
redundant multiple faults such as double faults can be found if we
remove all the single faults at first, because most of the redundant
multiple faults include at least one redundant single fault. In other
words, if we clear all redundant single faults, most of the original
redundant multiple faults become non-redundant; hence, we can-
not remove them to optimize the circuit structure. In contrast, if
we remove the redundant faults from higher cardinality to lower
cardinality, we can remove the redundant single fault as well as
the non-redundant single fault that are included in the redundant
multiple faults, which means that we can make the circuit smaller
in size and more compact.

Similarly, in order to optimize more redundancies, in the logic

Table 1 Composition of the redundant DSAF.

Table 2 Number of redundant faults and gates removed by eliminating redundancy.

optimization process of the MSAFs with a same cardinality, the
MSAF with more non-redundant SSAFs is removed first. Since
many MSAFs include same redundant SSAFs, if we remove the
MSAF with more redundant SSAFs first, many of the redundant
MSAFs with non-redundant SSAFs is not redundant any more,
which decreases the number of redundancies to be removed.

4. Experimental Results

We use the Glucose 4.1 [9] as the SAT solver to generate the
test patterns and find redundant faults. We perform the exper-
iment with ISCAS 89 [10] and IWLS 2005 [11] benchmark cir-
cuits. The fault selection of the ISCAS 89 circuits starts from the
compact test set for the SSAF [12]. The single test patterns of the
IWLS 2005 circuits are generated by a commercial tool.

In Table 2, the experiment results illustrated from the second
column to the sixth column are the number of the gates and the
redundant SSAF and DSAF. The second column is the number
of gates in the circuit. The third column is the number of all re-
dundant SSAFs. The fourth column is the number of the selected
redundant DSAF if we do not remove the redundant single fault
in the circuit. The fifth column is the number of selected redun-
dant double faults after we remove all redundant single fault in
the circuit. Obviously, no redundant double faults is found if we
clear all single redundancy, because most of the redundant double
faults include at least one redundant single fault in these circuits.
The sixth column is the number of redundant DSAF that actually
used to optimize the circuit. Many redundant DSAFs may in-
clude the same redundant or non-redundant SSAF, which means
that only a portion of DSAFs can already cover all the gates we
can optimize. Consequently, the actual number of DSAF used to
eliminate the circuit redundancy is much smaller than the total
number of DSAF.

The number of removed gates by deleting the faults is shown in
seventh and eighth columns. The seventh column is the number
of gates that can be removed by optimizing the redundant single
fault using the redundancy removal command in the logic synthe-
sis tool SIS [1]. The eighth column illustrates the number of gates
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removed by eliminating the selected DSAF first and then remove
the SSAF. Notice that the number of redundant SSAF and DSAF
in the third and fourth columns are larger than the removed gates
in seventh and eighth columns, respectively, because some of the
redundant SSAFs locate in the same gate. In addition, although
the number of the redundant DSAF is one or two order of mag-
nitudes larger than the SSAF, the improvement ratio is not that
much, because most of the DSAFs consist of two redundant sin-
gle faults, and only a few of the DSAFs include a non-redundant
SSAF. Therefore, in most of the cases, the removal of the re-
dundant DSAF is to remove the redundant SSAF. In the smaller
size circuits, such as S444, S832 and S1238, the number of the
removed gates by optimizing the single and double redundancy
shown in seventh and eighth columns are almost the same, since
most of the DSAFs in those circuits consist of only the redundant
SSAF. Therefore, if we eliminate all the redundant DSAFs, the
redundant SSAFs are eliminated as well. In contrast, in larger size
circuits such as systemcase, 15% more gates can be removed if
we eliminate the DSAF first, since many of the redundant DSAFs
in those circuits include the non-redundant SSAF. In addition, we
have performed the experiment by removing the double faults in
every possible combinations. However, the number of eliminated
gates are smaller than the results in Table 2. It is because that the
proposed method removes the redundant DSAF including a non-
redundant SSAF first, which guarantees that more redundancies
can be eliminated. The experimental results illustrate that the pro-
posed method is capable of optimizing the circuit and removing
more redundancies following the proposed heuristic of the fault
removal.

The total running time is shown in the ninth column. Actually,
fault selection process of the redundant MSAFs takes most of the
running time. Once we obtain the redundant fault list, the opti-
mization process can be completed very fast. Most of the circuits
can finish the entire optimization process in an acceptable time.
Notice that, the circuit such as systemcase takes more than 1 hour
to finish the redundant fault selection process, since our method
are based on SAT-solver, which is not good at handling the circuit
with a large number of XOR gates [5], [6], [7].

5. Conclusion

In this paper, we have proposed a logic optimization method by
first identifying and then removing the redundant multiple faults.
The incremental ATPG method is used to pick up the redundant
multiple faults. By eliminating the redundant faults from higher
cardinality to lower cardinality, more redundant logics can be op-
timized. The experimental results show that the proposed method
can remove more redundancies comparing to the redundancy re-
moval command of SIS, which proves the feasibility of the pro-
posed method. Moreover, the experimental results prove that the
proposed method can finish the process of the redundant fault se-
lection and removal within an acceptable time. Our future work
is to make our implementation more efficient and utilize higher
cardinality of faults, such as redundant triple faults, in the opti-
mization, and improve the processing speed of the fault selection
process.
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