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Abstract: The continuous growth of the semiconductor industry, driven by the use of AI to fuse the physical with vir-
tual space, requires drastic improvement in IC power efficiency, memory capacity, and memory bandwidth. This paper
describes two solutions to slash IC power using 3D integration and specialized chips. In addition, it proposes a novel
sliced bread memory stacking scheme that enables more than a 10-fold increase in the number of memory chips and
hence capacity per stack, as well as memory bandwidth. Furthermore, it elaborates on an agile development platform
that enables designing chips like writing software and prototyping chips in days. The ease of use of the platform and its
10-fold reduction of development time and costs are expected to democratize access to specialized chips to accelerate
innovation by increasing the number of developers. It will also accelerate the transition of society to the digital age.
Finally, the author will discuss the need for the global IC industry to move away from its reliance on competition to
co-existence and co-evolution to sustain its growth.
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1. Introduction
In the last 40 years, the semiconductor (IC) industry experi-

enced an annualized growth rate of 9.5%, characterized by two
waves of growth. During the first wave, semiconductors were
used in appliances to deliver comfort in the physical space, creat-
ing a market size which was about 0.2% of the world’s nominal
GDP. The second wave started around 1995 on the heels of the
launch of Windows 95, which is considered one of the most im-
portant products of the personal computer (PC) industry. Semi-
conductors are used in PCs and later also in smartphones to create
the virtual space and make it portable, resulting in the IC market
growing to 0.4% of the world’s nominal GDP in size.

The market now looks to be on the verge of a third wave, pro-
pelling its size to 0.6% of the world’s nominal GDP. Since the
surge started during the COVID-19 pandemic, it may or may not
be sustainable. If it is, then the industry is on its third wave of
growth stimulated by the adoption of ICs to fuse the physical with
virtual space using artificial intelligence (AI). Specifically, sen-
sors are used to collect data from the physical space to create a
digital twin, which is then analyzed using AI in the virtual space
to determine what action to take through actuators, in order to
deliver value to the users. Automated driving and smart factories
represent two such examples.

The adoption of deep learning a decade ago delivered a quan-
tum leap in AI performance and ushered in the new AI age, driv-
ing rapid advance in AI technology and exponential growth in
its adoption. The introduction of generative AI, exemplified by
ChatGPT, created another catalyst for explosive growth by mak-
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ing AI accessible to the masses. As a result, AI is becoming ubiq-
uitous to improve various facets of our life. And since AI requires
a lot of processing power and memory, it is great for the industry.
However, this comes with a hefty cost, in terms of skyrocketing
power consumption.

In the decade after the introduction of AlexNet in 2012, the
amount of AI processing grew by more than four orders of mag-
nitude [1]. However, around the same time, power efficiency of
general-purpose processors used for such processing, including
CPUs and GPUs, increased by only an order of magnitude [2].
The result is an explosive growth in power consumption of IT
equipment. According to one estimate, using the total power gen-
erated today as the baseline, IT equipment power consumption
alone is expected to grow to twice the baseline by 2030, and 200
times by 2050.

That was all before generative AI came to the scene. The up-
grade from ChatGPT-2 to ChatGPT-3 alone increased the total
amount of training compute needed by two orders of magnitude,
and we are still at the infancy of generative AI. It is therefore im-
perative that the semiconductor industry develops technologies to
drastically slash IC power consumption in order to sustain such
exponential growth in the digital age without destroying the envi-
ronment.

In addition to scaling, a More Moore solution, various solu-
tions are being developed to cut IC power consumption by orders
of magnitude, including a technology solution in the form of 3D
IC integration, and a design solution using specialized instead of
general-purpose chips.

2. 3D Integration Technology
The AI market is rapidly shifting from training to inference. In
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Fig. 1 Memory cube stacking schemes.

2023, the market size for inference is $26 billion vs. $6 billion for
training. For generative AI inference, the performance bottleneck
is in memory capacity and bandwidth. Generative AI inference
requires real time response to each piece of input data. For a large
model with 1 trillion parameters, real time inference requires ac-
cess to 1 TB of weight data within 30 ms. In other words, a mem-
ory capacity of 1 TB and bandwidth of 30 TB/s are necessary.
However, even Fugaku, one of the world’s fastest supercomput-
ers equipped with 30 GB of memory accessible at 1 TB/s, must
increase both its memory capacity and bandwidth 30-fold to de-
liver such performance. Since no such memory solution exists to-
day, ChatGPT3.5, which has 175 billion parameters in its model,
relies on 128 units of the most advanced GPU from nVidia to
perform each inference. At a cost of a few million dollars, this is
not a cost-effective solution. Since the computing power required
for inference per GPT3.5 token is only about 350 GFLOPs, one
GPU can process thousands of tokens. Therefore, the solution
has excess processing power while being constrained in memory
capacity and bandwidth.

If there is a solution capable of performing each ChatGPT3.5
inference with just one processing node (package), it can reduce
the cost to a few hundred thousand dollars, which is about 1/10
that of the nVidia solution.

One such memory solution is 3D-DRAM which integrates a
large number of DRAM chips in 3D to create a memory cube.
But heat removal is a big challenge. In Hot Chips 2023, Samsung
reported difficulty in stacking more than 12 chips.

The Systems Design Lab (d.lab) at the University of Tokyo is
developing the Hyperscale Cube 3D integration technology that
achieves high heat removal efficiency to enable a large capacity
while delivering a high bandwidth. As shown in Fig. 1, in our
proposed scheme, the integrated memory chips are turned on their
edge like a loaf of sliced bread before being stacked on top of the
logic chip, as opposed to being laid flat like pancakes in the con-
ventional stacking scheme. Since silicon oxide has low thermal
conductivity, silicon oxide layers in the memory chips act like
blankets in the pancake scheme which impede heat flow to the
heatsink on top. Meanwhile, since silicon has 100 times better
thermal conductivity, the silicon substrates of the memory chips,
which are aligned with the direction of heat flow in the sliced
bread scheme, enable efficient heat removal through the heatsink.

The drastic improvement in thermal performance is quantified
in a thermal simulation of 50 chips stacked to create a cube with
a total thermal density of 5 W/mm2. The cube is placed on top of

Fig. 2 Simulated thermal performance comparison.

Fig. 3 Merits of sliced bread vs. pancake scheme.

a logic chip with a thermal density of 1 W/mm2. In addition, the
chips are populated with thermal through-silicon vias (TSVs) in
5% of their area to facilitate heat removal. As shown in Fig. 2, the
sliced bread scheme lowers the junction temperature at the logic
chip by more than 100◦C for the same ambient temperature.

Two other challenges in enabling a 3D memory cube are power
delivery and data communication. In the conventional scheme,
both must go through all intervening chips from the bottom up.
As a result, they become more and more difficult as the number of
chips increases. We are developing technology to deliver power
from the sides of the cube through the package directly to the in-
dividual chips. Furthermore, since all chips in the cube stand on
their edge on top of the logic chip, each can communicate directly
with the logic chip. As a result, a point-to-point (P2P) instead of
multidrop bus topology can be employed, resulting in lower delay
and power. In addition, the adoption of the magnetically coupled
ThruChip Interface (TCI) [3] for contactless communication sim-
plifies assembly as well as ensures high reliability.

The merits of the sliced bread vs pancake scheme are summa-
rized in Fig. 3.

We can thus use the sliced bread scheme to integrate hundreds
of DRAM chips to create a Hyperscale D-Cube. In addition,
we can integrate logic chips to create a Hyperscale L-Cube, and
molecular dynamics processor chips to create a Hyperscale MD-
Cube.

3. Agile-X Platform
The second solution to the IC power consumption problem

shifts the chip design from using general-purpose circuits, as in a
CPU or GPU, to using specialized circuits, as in an application-
specific integrated circuit (ASIC). By definition, a general-
purpose chip must support a wide range of applications, which
requires it to have a lot of unnecessary circuits and wiring from
the standpoint of any specific application. This results in not only
wasted area, but also power consumption. A specialized chip can
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reduce power consumption by orders of magnitude. This is why
leading system companies such as GAFA and Tesla are develop-
ing processors in-house to establish a competitive edge through
low power consumption. However, specialized chips develop-
ment is costly, both in terms of manpower and time. That is why
it has been limited to only a few major corporations. Innovations
in development methodology and tools are therefore necessary
for wide adoption of this solution.

In fact, it was the design automation innovation driven by
academia, in particular, the University of California at Berkeley,
which ushered in the last ASIC age in the 1990s. The academia
is therefore expected to take the lead once again in enabling the
new ASIC age.

The University of Tokyo is creating a platform for agile devel-
opment of specialized chips as shown in Fig. 4. It consists of an
agile design platform which allows users to design ICs like writ-
ing software by using a silicon compiler. The users create the de-
sign by writing code in a high-level description language, which
is then synthesized by the silicon compiler into a physical design
ready for manufacturing. At the same time, an agile prototyping
platform is being developed to shorten prototyping time by us-
ing a semi-custom manufacturing process. Using direct pattern-
ing and wafer splitting, wafers pre-made with general-purpose
transistors are customized through wiring to produce specialized
chips. The result is an order-of-magnitude reduction in the devel-
opment time and costs of specialized ICs.

The reduced development time will enable not only fast time-
to-market, but also tighter integration of hardware with software.
Traditionally, ICs must be verified to be fully functional before
being released into the market, and they are not revised afterwards
due to the long development cycle. By contrast, software bugs
can be patched after-the-fact. In addition, software can be up-
graded on a continuous basis. By shortening the IC development
cycle to be comparable to that of software, both can continue to be
upgraded and stay tightly integrated. In fact, a system that tightly
integrates newly developed hardware and software can be quickly
released to win market share, and then undergo rapid iterations of
improvement to create exponential growth in performance. This
is especially important for the digital society which demands fast
time-to-market and has rapidly evolving market needs and tech-
nology landscape.

In addition, the agile development platform will enable chip
design without highly specialized skills. The population of IC
designers is an order-of-magnitude smaller than that of software
developers, due to the difficulty of IC design. Therefore, by en-
abling designing IC like writing software, the platform can poten-

Fig. 4 Agile development platform.

tially increase 10-fold the population of IC designers, which can
in turn unleash the power of the collective brain.

Since innovation comes from people and is catalyzed by ex-
change and collision of different ideas, it can be greatly acceler-
ated by creating a collective brain, or a large community of col-
laborating developers. The evidence is found in research on the
evolution of fishing tools on multiple islands in the South Pacific.
Researchers found a correlation between the number of variations
in fishing tools and the island population [4]. Home sapiens are
also believed to be able to create a larger variety of tools than
Neanderthals despite having a smaller brain due to their ability to
form large communities.

The potential of a collective brain in accelerating innovation
for the digital society is the reason behind the recent movement
in the industry to democratize access to ICs. By eliminating the
need for specialized hardware design skills, the agile develop-
ment platform will do just that. To speed up the process, the
University of Tokyo launched the Agile-X Center for the Democ-
ratization of Innovative Semiconductor Technology in 2022. The
goal is to use the agile development platform to bring the world’s
brains together to create a collective brain. Anyone with innova-
tive ideas can design their own chips to realize their ideas, while
interacting with each other to promote additional innovation.

In the words of physicist Richard Feynman, “there [wa]s plenty
of room at the bottom” in the first half century of the IC, when
the industry pursued microelectronics to generate tremendous
growth. With integration level fast approaching a trillion tran-
sistors in a single package, there is now plenty of room at the top,
for exploration of system ideas to take advantage of the massive
IC processing power to enrich the digital society.

4. From Greedy to Green
The digital society is the result of a paradigm shift from the pre-

vious industrial and information society, as shown in Fig. 5. The
industrial society is characterized by mass production and mass
consumption of standardized products. The value chain consists
of materials at the bottom as the resource, which are used to make
parts such as ICs, which in turn are used to make products. Value
is delivered by things through the consumption of products. In-
frastructure consists of roads, harbors, and railways for moving
materials, products, and everything in between. Since ICs are
standardized and low in the value chain, the key performance
metric is cost.

Fig. 5 Paradigm shift from industrial to digital society.
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By contrast, the digital society is characterized by the con-
sumption of services. customized by AI for individual users.
The value chain consists of data collected by ICs as the resource,
which is analyzed by ICs using AI to create services. Value is
found in the knowledge and information embedded in the ser-
vices. Infrastructure consists of information networks for moving
data. Since ICs are needed to extract knowledge and information
for the services, they move up the value chain. At the same time,
with the explosion of data and rapidly rising sophistication of AI,
IC performance is increasingly limited by power, as discussed in
the Introduction. In addition, as ICs are the core components of
information networks, time-to-market has become critical. Un-
like consumer products, infrastructure has a long replacement cy-
cle. Therefore, once an IC is adopted, it will not be readily re-
placed even if better ICs become available later. Furthermore,
since the digital society is knowledge-intensive, and knowledge
is created by people for people, it is a human-centric society that
benefits directly from more people participating in its growth.

In the industrial society, large capital investments are made to
massively integrate more and more transistors, in order to both in-
crease the performance of general-purpose chips and reduce their
costs. Growth is driven by a greedy strategy since more is better.
In the digital society, more and more massive data processing is
needed to create high value-added services. Since power is in-
creasingly limiting IC processing power, growth is driven by a
green strategy to dramatically slash IC power consumption, in-
cluding the shift to 3D integration of specialized ICs. The shift
is also imperative in order to achieve carbon neutrality which has
become urgent due to the burdens on the environment created by
the industrial society.

In short, in parallel to society’s shift from an industrial to a dig-
ital society, a paradigm shift is occurring in the IC industry from
massive integration in general-purpose chips to 3D integration of
specialized chips, and from a greedy to a green strategy.

5. Concluding Remarks
The dominant theory for the evolution of nature has been Dar-

win’s theory of natural selection. However, if indeed evolution
has been solely driven by survival of the fittest, it should not
have resulted in such a rich diversity of life forms. A comple-
mentary theory of super-evolution is being proposed which adds
co-existence and co-evolution to competition to explain nature’s
evolution [5].

There are 10 times more species of life forms today than dur-
ing the Cretaceous Period (from approximately 145 to 66 million
years ago). The difference seems to be attributable to the emer-
gence of flowering plants. In the forest, before there were flowers,
plants simply served as food for insects. However, since flowers
rely on insects to spread their pollen, insects became important
to the reproduction of and hence survival of plants, resulting in
a mutually beneficial relationship. Flowers started to evolve to
become more attractive to insects, such as changing into more
vibrant colors. In turn, insects evolved so as to be able to reach
flowers with increasing diversity in shapes and forms. Therefore,
the evolution of one drives the evolution of the other. As a result,
the relationship between plants and insects is not one of compe-

tition, but co-existence and co-evolution. Such is the theory of
super-evolution of nature.

The co-evolution of plants and insects was further accelerated
when the life cycle of flowers from pollination to fertilization was
shortened from a year to a few hours, resulting in a rapid increase
in diversity. This in turn accelerated the evolution and diversifi-
cation of not only insects, but also mammals and primates further
up the food chain. Therefore, the Earth today that is rich in life
forms and full of colors has flowers to thank.

The IC industry has been characterized by intense competi-
tion, both between companies and between nations. The Japan-
US trade war in the 1980s was a key reason for the decline of
Japan’s semiconductor industry. Japan’s semiconductor industry
has been stagnant for the last quarter century, while the world
market has enjoyed continuously strong growth close to double
digits. During this time, Japan has fallen so much behind in pro-
cess technology that it is close to impossible for it to catch up.
Meanwhile, Japan still maintains a competitive edge in materi-
als and manufacturing equipment technologies. Since such tech-
nologies are critical for the development of 3D integration, there
is an opportunity for Japan to collaborate with leaders in process
technology, including the US, Europe, and Taiwan, in a comple-
mentary relationship. In fact, IC development and manufacturing
has grown into such a complex collection of advanced technolo-
gies that it is challenging for any one country to be self-sufficient.
This has been highlighted by the recent global chip shortage. The
global IC industry therefore needs to rethink its reliance on com-
petition for growth.

Taking hints from nature, co-existence and co-evolution may
be what it needs. There are parallels between the IC industry and
nature, with plants replaced by chips and insects by chip users.
Flowers have contributed to the emergence of rich forests. The
IC industry needs to find its “flowers” to trigger a rapid evolution
into a rich IC forest with diverse value-added services. We are on
the verge of the super-evolution of ICs, fueled by dramatic power
reduction through 3D integration of specialized ICs, and more
people innovating through the democratization of IC access.
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