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#### Abstract

This paper addresses parallel prefix adder synthesis which aims at minimizing the total switching activity under bitwise timing constraints. This problem is treated as synthesis of prefix graphs which represent global structures of parallel prefix adders at technology-independent level. An approach for timing-driven area minimization of prefix graphs has been already proposed which first finds the exact minimum solution on a specific subset of prefix graphs by dynamic programming, then restructures the result for further reduction by removing restrictions on the subset. In this paper, a switching cost of each node of a prefix graph is defined, and an approach to minimize the total switching cost is presented where our area minimization algorithm is extended to be able to calculate the switching cost using Ordered Binary-Decision Diagrams (OBDDs). Furthermore, a heuristic is integrated which estimates the effect of the restructuring phase in the dynamic programming phase, to improve the robustness of our algorithm under severe timing constraints. Through a series of experiments, the proposed approach is shown to be effective especially when timing constraints are not tight and/or there are comparably a large number of nodes with very low switching costs


## 1. Introduction

Arithmetic circuits are important circuit elements which could have a large impact on qualities of the whole circuits. Among various arithmetic operations, binary addition is the most fundamental and frequently-used one. A lot of studies have been done and various architectures of adders can be found in many literatures ${ }^{7}$. Among them, parallel prefix adders belong to a class of well-known

[^0]architectures which generalize carry look-ahead idea for faster carry propagation. In addition to many regular structures ${ }^{1,, 6), 13}$, some algorithms for automatic generation of parallel prefix adders also have been proposed, especially for area minimization ${ }^{88,14)}$. The authors also have proposed an algorithm for parallel prefix adder synthesis which targets area minimization under given bitwise timing constraints at technology independent level ${ }^{111}$. The problem is captured as a problem to minimize the number of nodes of prefix graphs which represent global structures of parallel prefix adders at technology independent level.
As for a cost to be minimized, power is another important target. Power consumption is becoming one of the major concerns in recent LSI design, and a lot of work has been done for estimation of power, low-power design techniques at various design levels, and acceleration techniques of power estimation ${ }^{4,12)}$. Among various factors, the switching activity is a key factor at logic level, and often estimated and utilized in low power synthesis techniques ${ }^{31,5)}$.
In this paper, an approach for power-aware synthesis of prefix graphs is presented. A cost is defined based on the switching activities for nodes in prefix graphs as a factor which affects power consumption, and a switching-cost minimization algorithm is implemented based on our area minimization one with a heuristic which improves the robustness.
As for power minimization of prefix adders, Liu, et al. have proposed an approach to minimize power of prefix adders under timing and area constraints ${ }^{9}$. Their approach handles a realistic area/timing/power model considering gate and wire capacitance measures, and formulates the power minimization problem under area and timing constraints as an Integer Linear Programming (ILP) problem. It solved the problem exactly though it could be applied to only small adders (8-bit or so) in practically. A divide-and-conquer approach is needed for larger size, which means the exactness will be lost.
In contrast, our approach uses rough measures, so can be more tractable for larger prefix graphs at the expense of accuracy. Our main concern is to construct a framework at technology independent level without any assumption on implementation and leave flexibility for back-end design phases. Other costs such as static power or capacitance-related factors could be integrated if they are defined as the total summation of each node's cost.
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The rest of this paper is organized as follows. In Section 2, several definitions related to parallel prefix adders and prefix graphs are described as preliminaries. Then, the basic idea of our area minimization algorithm is briefly reviewed in Section 3. In Section 4, our switching costs on prefix graphs are introduced, and a basic minimization algorithm and a heuristic for specific cases are proposed. Then, experimental results and conclusions are shown in Sections 5 and 6 respectively.

## 2. Preliminaries

### 2.1 Parallel Prefix Adder (PPA)

Given two inputs $A=a_{n}, \cdots, a_{1}$ and $B=b_{n}, \cdots, b_{1}$, n-bit binary addition computes the sum $S=s_{n}, \cdots, s_{1}$ and the carry $c_{n}$ as $s_{i}=a_{i} \oplus b_{i} \oplus c_{i-1}$ and $c_{i}=a_{i} b_{i}+a_{i} c_{i-1}+b_{i} c_{i-1}$. In parallel prefix adders, this binary addition is calculated using the bitwise generate and propagate functions and the group generate and propagate functions as basic operations as follows:

- Pre processing: Calculate bitwise generate $(g)$ and propagate $(p)$ functions.

$$
\begin{aligned}
& g_{i}=a_{i} \cdot b_{i} \\
& p_{i}=a_{i} \oplus b_{i}
\end{aligned}
$$

- Prefix computation: Compute $c_{i}=G_{[i: 1]}$ by using group generate $(G)$ and propagate $(P)$ functions.

$$
\begin{aligned}
& P_{[i: j]}= \begin{cases}p_{i} & \text { if } \mathrm{i}=\mathrm{j} \\
P_{[i: k]} \cdot P_{[k-1: j]} & \text { if } n \geq i>j \geq 1\end{cases} \\
& G_{[i: j]}= \begin{cases}g_{i} & \text { if } \mathrm{i}=\mathrm{j} \\
G_{[i: k]}+P_{[i: k]} \cdot G_{[k-1: j]} & \text { if } n \geq i>j \geq 1\end{cases}
\end{aligned}
$$

where $j<k \leq i$.

- Post processing: Generate each sum bit $s_{i}$.

$$
\begin{aligned}
c_{i} & =G_{[i: 1]} \\
s_{i} & =p_{i} \oplus c_{i-1}
\end{aligned}
$$

A parallel prefix adder consists of the above three parts (Fig. 1). The preprocessing and the post-processing parts have fixed structures, while the prefix computation part has wide flexibility for its configuration depending on how to select $k$. So, how to execute prefix computation affects the qualities of parallel


## prefix adders.

### 2.2 Prefix Graph

A global structure of a parallel prefix adder at technology-independent level can be represented as a prefix graph whose node corresponds to a basic operation o defined as follows.

$$
\begin{aligned}
(G, P)_{[i: j]} & =(G, P)_{[i: k]} \circ(G, P)_{[k-1: j]} \\
& =\left(G_{[i: k]}+P_{[i: k]} \cdot G_{[k-1: j]}, P_{[i: k]} \cdot P_{[k-1: j]}\right)
\end{aligned}
$$

Definition 1 A prefix graph with $N$ inputs is a directed acyclic graph (DAG) whose nodes correspond to associative operations $\circ$ in prefix computation on $N$ inputs, and represents the execution order of each node. An edge from node $v_{1}$ to $v_{2}$ exists if $v_{1}$ is an operand of the operation corresponding to $v_{2}$, where a preceding node $v_{1}$ of $v_{2}$ is referred to as a fanin node of $v_{2}$ and a succeeding node $v_{2}$ of $v_{1}$ is referred to as a fanout node of $v_{1}$.
Figure 1 (c) shows two simple examples of prefix graphs with width 4 . Figure 2 shows the aligned prefix graph corresponding to the bottom graph in Fig. 1 (c), where each node is aligned by the width of input range. Node $v_{i, j}$ which is at $i$-th row and $j$-th column $(i \leq j)$ represents an intermediate result of prefix computation on $i$ inputs $x_{j}, x_{j-1}, \cdots, x_{j-i+1}$. For example, a node $v_{2,4}$ in Fig. 2 has two fanin nodes, $v_{1,4}$ and $v_{1,3}$, and represents the result of operation $v_{1,4} \circ v_{1,3}$.


The input ranges of $v_{2,4}$ and $v_{2,2}$ are [4:3] and [2:1] respectively. $v_{4,4}$ is the result of operation $v_{2,4} \circ v_{2,2}$ and its input range is [4:1]. Idempotency is not considered, that is, we assume that two ranges do not overlap right now.
In an aligned prefix graph with width $N$, each node $v_{1, j}$ is called a leaf node and $v_{j, j}$ a root node where $1 \leq j \leq N$. A leaf node and a root node correspond to an input and an output respectively. The root node with the widest width is called a base node, and the other root nodes are called non-base nodes. In what follows, aligned prefix graphs are used as a representation of prefix graphs.

### 2.3 Area and Timing Measures on Prefix Graph

In this work, area of a prefix graph is measured by the number of nodes except leaf nodes, and referred to as the size of a prefix graph. As for timing measures, two types of node levels are defined.

Definition 2 Arrival level $A L(v)$ and required level $R L(v)$ of a node $v$ in a prefix graph are defined as follows.

$$
\begin{aligned}
& A L(v)=\max \left\{A L\left(v^{\prime}\right), v^{\prime} \in F I(v)\right\}+1 \\
& R L(v)=\min \left\{\min \left\{R L\left(v^{\prime}\right), v^{\prime} \in F O(v)\right\}-1, R L^{\prime}(v)\right\}
\end{aligned}
$$

where $F I(v)$ and $F O(v)$ are sets of fanin and fanout nodes of $v$ respectively, and $R L^{\prime}(v)$ is the required level already given for itself( $\infty$ if not specified) .

For example, area and the arrival level of $y 4$ are 3 and 3 in the upper graph of Fig. 1 (c), and 4 and 2 in the lower graph respectively when given arrival levels are 0 for all inputs.

Assume that arrival levels for input nodes and required levels for output nodes are given as timing constraints. A prefix graph satisfies given timing constraints if $R L(v) \geq A L(v)$ for all nodes $v$.

## 3. Prefix Graph Synthesis for Area Minimization

In this section, the basic idea of our timing-constrained area minimization algorithm is summarized ${ }^{11)}$.
Our first target for PPA synthesis was timing-constrained area minimization problem, which was captured as a problem to search prefix graphs as follows.
Problem 1 Given bitwise input arrival levels and output required levels, generate a prefix graph of the minimum size.
The main idea to tackle this problem is to define a specific subset of the prefix graphs and decompose the whole minimization process into two phases. The first phase, DP phase, finds an exact minimum solution for the subset by dynamic programming. Then further reduction is done by restructuring the resulting prefix graph in the second phase, RS phase.
In DP phase, the minimum solutions can be found for practical bit width within a reasonable time by defining the subset appropriately. We call an element of the subset a restricted prefix graph, which is defined as follows.
Definition 3 Assume that two fanin nodes of the base node $v_{N, N}$ of a prefix graph with width $N$ are $v_{N-k, N}$ and $v_{k, k}$. A restricted prefix graph is a prefix graph whose structure has the following features as shown in Fig. 3:

- Fanin nodes of a root node $v_{N-j, N-j}$ are $v_{k, k}$ and $v_{N-k-j, N-j}$ where $0 \leq$ $j<N-k$.
- Subgraphs whose base nodes are $v_{N-k, N}$ and $v_{k, k}$ also have the above features recursively.
Nodes $v_{N-j, N-j}, 0 \leq j<N-k$, which are not included in subgraphs, are called genuine nodes of the restricted prefix graph, and their fanin edges are called genuine edges. We denote a set of restricted prefix graphs whose base nodes are $v_{n, p}$ by $R(n, p)$.
Figure 3 (b) shows a famous parallel prefix adder, Sklansky PPA ${ }^{13)}$, which is considered as an example of a restricted prefix graph. In other words, a restricted prefix graph is a generalized version of Sklansky PPA where a prefix graph can be divided into any two parts with possibly different widths.
A restricted prefix graph $R_{1}$ consists of mutually exclusive sub-graphs $R_{2}$ and $R_{3}$, and genuine nodes. The size of $R_{1}$ can be calculated as the sum of the


Fig. 4 Restructuring-phase.
sizes of both sub-graphs and the number of genuine nodes. Each sub-graph has the same structure recursively. As a result, the problem which generates a restricted prefix graph with the minimum size under bitwise timing constraints satisfies the principle of optimality. Therefore, a restricted prefix graph with the minimum size can be constructed by solving subproblems with smaller widths and combining the optimum solutions based on dynamic programming.

The resulting prefix graph is restructured by removing imposed restrictions for further area minimization in RS phase. In Fig. 4, when a fanin node of $v_{0}$ changes from $v_{1}$ to $v_{1^{\prime}}$, another fanin node will be changed from $v_{2}$ to $v_{2^{\prime}}$. Then if $v_{2^{\prime}}$ is already connected to some node and the number of fanout nodes of the original fanin node $v_{2}$ becomes $0, v_{2}$ can be removed.

We expect our two-folded framework based on the exact solutions for the subset can generate globally better structures than ad hoc heuristics. There is no guarantee that the resulting restricted prefix graph might be better seeds for
finding better prefix graphs in RS phase. Though effectiveness can not be evaluated theoretically, prefix graphs with smaller sizes are achieved experimentally compared with well-known parallel prefix adders such as Brent-Kung ${ }^{11}$, Sklansky ${ }^{13)}$, and Kogge-Stone ${ }^{6)}$, as well as those generated by existing heuristics ${ }^{8}, 14$, in reasonable execution time.

## 4. Prefix Graph Synthesis for Switching-Cost Minimization

Our synthesis approach is not restricted to area minimization, and extended to treat other problems whose costs to be minimized can be calculated as the summation of the cost of each node. Switching activity, a factor which affect dynamic power consumption, is an example of those costs. In this section, we propose an approach to minimize a power-related measure at the prefix graph level by utilizing the above synthesis framework.

### 4.1 A Measure of Power

Dynamic power dissipation of a CMOS gate $i$ is given by

$$
D P_{i}=\frac{1}{2} C_{i} \cdot V_{d d}^{2} \cdot S W_{i} \cdot f_{c l k},
$$

where $C_{i}$ is the physical capacitance at the output of the gate, $V_{d d}$ is the supply voltage, and $f_{c l k}$ is the clock frequency. $S W_{i}$ is referred to as the switching activity, and is the average number of output transitions per $1 / f_{c l k}$ time, that is, a clock cycle. Dynamic power of the whole circuit is calculated as the sum of $D P_{i}$ of every gate of the circuit.
Since $V_{d d}^{2}$ and $f_{c l k}$ are not tractable at logic level, there are two factors, $C_{i}$ and $S W_{i}$ to be targeted for power minimization. In this paper, we pick up $S W_{i}$ as an important factor of power consumption, define a switching cost of a prefix graph node, and focus on the minimization of the total switching cost of all nodes as the target cost to be minimized for power reduction.
There are several approaches to estimate $S W_{i}$ at logic level ${ }^{12)}$. Calculation of the switching activity depends on many factors such as input-pattern dependency and delay model, and there is a trade off between its accuracy and calculation time. Since technology-dependent factors can not be estimated accurately at the prefix graph level because of the loss of information and the efficiency is crucial in iteratively calculating the costs during synthesis process, we adopt probability-
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based estimation under zero delay or non-glitch model ${ }^{12)}$ where all changes at the inputs propagate through the internal gates instantaneously.
Definition 4 Signal probability $p(i)$ at a node $i$ is the probability that the signal value at the node is one.
We assume that $p\left(x_{i}\right)$ is given for each input $x_{i}$. All input signals are assumed to be independent each other (spatial independence). Furthermore, the values of the same input signal in two consecutive clock cycles are also assumed to be independent (temporal independence).

Under these assumptions, the switching activity at an internal node $i$ is calculated as the summation of probabilities that the signal value changes from 0 to 1 and 1 to 0 in consecutive clock cycles as follows:

$$
\begin{aligned}
S W_{i} & =p(i) \cdot(1-p(i))+(1-p(i)) \cdot p(i) \\
& =2 \cdot p(i) \cdot(1-p(i))
\end{aligned}
$$

To calculate the switching cost, signal probabilities should be calculated for all internal nodes. Though they could be obtained by simulation, an OBDD ${ }^{2)}$-based approach can be applied effectively under our assumptions.

Assume that the global function of an output of node $v$ is $f\left(x_{1}, \cdots x_{j}\right)$, where $x_{1}, \cdots x_{j}$ are primary inputs. Since $f=x_{j^{\prime}} f_{x_{i^{\prime}}}+\overline{x_{j^{\prime}}} f_{x_{\bar{j}^{\prime}}}$ for $x_{j^{\prime}}\left(1 \leq j^{\prime} \leq j\right)$, the signal probability of this function is calculated as follows:

$$
\begin{aligned}
p(f) & =p\left(x_{j^{\prime}}\right) p\left(f_{x_{j^{\prime}}}\right)+p\left(\overline{x_{j^{\prime}}}\right) p\left(f_{x_{\bar{j}^{\prime}}}\right) \\
& =p\left(x_{j^{\prime}}\right) p\left(f_{x_{j^{\prime}}}\right)+\left(1-p\left(x_{j^{\prime}}\right)\right) p\left(f_{x_{\bar{j}^{\prime}}}\right)
\end{aligned}
$$

where $f_{x_{j^{\prime}}}$ and $f_{x_{j^{\prime}}}$ are the cofactors of $f$ with respect to $x_{j^{\prime}}$ and $\overline{x_{j^{\prime}}^{-}}$, respectively. When signal probabilities of all input signals are given, $p(f)$ can be calculated by generating the global function as an OBDD and traversing the OBDD using the above equation.
We now expand the above switching activity to the switching cost of prefix graph nodes.

Definition 5 The switching cost of a prefix graph node $v$ is defined as follows.
$S W(v)=\alpha \cdot S W(G)+\beta \cdot S W(P)$
$S W(G)=2 p(G) \cdot(1-p(G))$
$S W(P)=2 p(P) \cdot(1-p(P))$
As mentioned before, a prefix graph node corresponds to a $(G, P)$ operation
and has two distinct outputs $G$ and $P$ corresponding to go and po in Fig. 1 (b). The switching cost of a node is defined as the summation of those of $G$ and $P$ outputs with some factors $\alpha$ and $\beta$. Currently they are set to one, though they can be changed to any value.
Our measure of power is rather simple with several assumptions, and would be less accurate than the power model defined in Ref. 9). However, it would be possible to include the effects of static power and glitch if they could be modeled as the summation of node costs, like in their model.

### 4.2 Switching Cost Minimization Algorithm

Now, the target problem is as follows:
Problem 2 Given bitwise input arrival levels, output required levels, and input signal probabilities, generate a prefix graph whose total switching cost is minimum.

As well as the size of a prefix graph, the total switching cost of a prefix graph is calculated by simply summing up the switching cost of each node. So, the same techniques used in area minimization algorithm are applicable in minimization of switching costs except cost calculation.
In our synthesis framework, any nodes on the same row of an aligned prefix graph have the same global functions, and they can be generated before DP phase. Switching costs of all nodes can be calculated also in advance based on given input signal probabilities. So, timing-constrained switching cost minimization algorithm can be implemented efficiently by expanding our area minimization algorithm as follows:
(1) Generate global functions of all possible nodes and calculate switching costs under given signal probabilities using OBDD-based approach.
(2) DP Phase: Find the restricted prefix graph with the minimum total switching cost by dynamic programming. Since switching costs of all nodes have been already calculated, switching costs of prefix graphs can be calculated by simply summing up already calculated costs of subgraphs and genuine nodes.
(3) RS Phase: Start from the above result, and re-structure for further reduction of switching costs. Gains by removing nodes are calculated as the total
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switching costs of removable nodes.
Because of the pre-computation of node costs, execution time is comparable to those of area minimization algorithm, and can be applied for practical bit widths in reasonable time.

### 4.3 A Heuristic for Robustness

We modified our synthesis framework to be able to address switching cost minimization, and executed several preliminary experiments. Our new approach resulted in lower switching costs compared to existing heuristics for area minimization and regular parallel prefix adders such as Sklansky and Brent-Kung PPAs. However, we also found that it sometimes generated prefix graphs with higher switching costs than those generated by area minimization algorithm. Those situations often occurred under severe maximum delay constraints, that is, output required levels were set to the possible minimum levels. In these cases, though restricted prefix graphs with the minimum cost were obtained in DP phase, RS Phase could not remove much nodes since there was no or few opportunities to restructure it without conflicting timing constraints. All nodes are considered to have the same cost in area minimization, but switching cost of each node is not same, and there can be several prefix graphs where the differences of total costs are very subtle. We observe that this subtle difference sometimes could prevent a good seed for RS phase from being generated

Our approach for this problem is to roughly estimate the gain of restructuring in RS Phase and modify the costs in DP Phase. RS phase calculates the gain, that is, the number of removable nodes by changing the diagonal fanin nodes to each possible genuine node, selects the best candidate for restructuring, and changes fanins. It repeats this procedures until no restructuring occurs. A node is removable when it has no fanout nodes.
As shown in Fig. 5, if a node of a restricted prefix graph is not a base node, it has at most one fanont node and the fanout node is also a non-base node. When a node is a base node, it can have more than one fanout node and can not be removed. So, only non-base nodes relate to the gain calculation. In our approach, non-base nodes in the same column are recorded, and used to calculate the gain in DP phase.
This heuristic only treats simplified restructuring where a fanin node of


Fig. 5 Fanout nodes of base nodes and non-base nodes.
$v_{n-j, n-j}$ can be changed only to $v_{n-j-1, n-j-1}$, so it might be less accurate for more complicated restructuring. We basically apply this heuristic only where timing constraints are severe and there are few possible alternatives which satisfy timing constraints. Though this approach is an ad hoc heuristic, it could be expected to enhance the robustness of our approach

## 5. Experiments

We integrated the above heuristic to synthesis framework, and executed it under various combinations of input signal probabilities and timing constraints. We also implemented and executed existing heuristics ${ }^{8,14)}$ for comparison. All experiments were done on Pentium $4,2.4 \mathrm{GHz}$ machine.

### 5.1 Case1: PPA in Wallace-tree Multipliers

The first set of experiments is for 24 -bit and 39 -bit PPAs used in $16^{*} 16$ and $24^{*} 24$-bit Wallace-tree multipliers respectively. Input timing constraints for PPAs were extracted from the structures of both multipliers. Signal probabilities of primary inputs of PPAs were estimated from the structures of multipliers under the condition where signal probabilities of all inputs of multipliers were equal to 0.5 .
Table 1 shows the total switching costs for 24 -bit and 39 -bit prefix graphs under several output required levels from the possible minimum levels to more relaxed levels shown in the second column. The third to the seventh columns show the total switching costs of the resulting prefix graphs generated by area minimization algorithm (ND), switching-cost minimization algorithm (SW1), switching-cost minimization with a heuristic (SW2), and existing
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| Table 1 |  |  |  |  |  |  |  |  |  |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Total switching costs for PPAs in Wallace-tree multipliers. |  |  |  |  |  |  |  |  |  |
| bit | LV | ND | SW1 | SW2 | LO | DO | ND/SW | LO/SW | DO/SW |
| 24 | 19 | 31.22 | 31.16 | 30.75 | 31.68 | 31.68 | 1.02 | 1.03 | 1.03 |
|  | 20 | 28.98 | 28.90 | 28.90 | 29.98 | 31.88 | 1.00 | 1.04 | 1.10 |
|  | 21 | 28.97 | 28.10 | 28.10 | 29.46 | 29.46 | 1.03 | 1.05 | 1.05 |
|  | 22 | 28.89 | 27.42 | 27.42 | 29.34 | 29.92 | 1.05 | 1.07 | 1.09 |
|  | 23 | 28.75 | 26.88 | 26.88 | 29.10 | 29.10 | 1.07 | 1.08 | 1.08 |
|  | 24 | 28.50 | 26.52 | 26.52 | 28.84 | 28.84 | 1.07 | 1.09 | 1.09 |
|  | 25 | 28.20 | 25.95 | 25.95 | 28.47 | 28.47 | 1.09 | 1.10 | 1.10 |
| 39 | 21 | 57.26 | 58.06 | 56.63 | 58.72 | 61.75 | 1.01 | 1.04 | 1.09 |
|  | 22 | 51.64 | 52.40 | 51.88 | 53.94 | 60.03 | 1.00 | 1.04 | 1.16 |
|  | 23 | 50.98 | 50.70 | 51.63 | 52.81 | 57.69 | 1.01 | 1.04 | 1.14 |
|  | 24 | 50.14 | 49.46 | 49.46 | 52.02 | 54.62 | 1.01 | 1.05 | 1.10 |
|  | 25 | 50.13 | 48.65 | 48.65 | 51.83 | 53.16 | 1.03 | 1.07 | 1.09 |
|  | 26 | 50.02 | 47.86 | 47.86 | 51.45 | 53.22 | 1.05 | 1.07 | 1.11 |
|  | 27 | 49.79 | 47.15 | 47.15 | 51.09 | 51.79 | 1.06 | 1.08 | 1.10 |

heuristics $\left(\mathrm{LO}^{14)}\right.$ and $\left.\mathrm{DO}^{8)}\right)$. The last three columns indicate ratios of ND, LO, and DO to SW, where SW is the smaller value between SW1 and SW2 and the results of our switching cost minimization algorithm.
As shown in Table 1, SW resulted in the lowest costs in all cases. The reduction ratio grows as output required levels increase. SW2 seems to be effective for tighter timing constraints and not for relaxed ones as expected.

Execution time of SW1 and SW2 are around 20 seconds and 25 seconds respectively for 39-bit with level 27 (the largest case of the above setting).

### 5.2 Case2: 32-bit Adders with Various Timing Constraints and Signal Probabilities

The second set of experiments is for observing the impact of signal probabilities and input timing constraints in our synthesis framework. We set the following three types of input timing constraints for 32 -bit PPAs as shown in Fig. 6:
(1) 32C: convex pattern (the upper left of Fig. 6)
(2) 32C_10: late inputs for upper 16 bits (the upper right of Fig. 6)
(3) 32C_u0: late inputs for lower 16 bits (the bottom of Fig. 6)

As for signal probabilities, the following two types are considered:
(1) uni: all inputs have the same signal probabilities (0.5)
(2) zero: signal probabilities are extracted under the situations where the adder sequentially calculates the total summation of 16 -bit data.


Fig. 6 Three types of input profiles for 32 bit adder.


Fig. 7 Switching cost of each node.
The latter case is an example where there are many nodes with very low costs.
Figure 7 shows the distributions of switching costs for all the possible nodes in a 32 -bit prefix graph. The horizontal axis indicates switching cost per one node and the vertical axis shows the number of nodes with the cost. The left graph is for "uni" case, and the right one is for "zero" case. Compared to "uni" case, there are found many nodes with 0 or nearly 0 costs in "zero" case.
Table 2, Table 3, and Table 4 show the total switching costs of the resulting prefix graphs under the above three input profiles respectively. Regardless of input profiles, the advantage of our approach increases as output required levels increase. Among the three input profiles, our approach is most effective for $32 \mathrm{C} \_10$
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Table 2 Total switching costs under timing constraints " 32 C ".

| prob | LV | ND | SW | LO | DO | ND/SW | LO/SW | DO/SW |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| uni | 16 | 60.53 | 60.07 | 65.47 | 65.47 | 1.01 | 1.09 | 1.09 |
|  | 17 | 54.40 | 54.34 | 60.18 | 60.18 | 1.00 | 1.11 | 1.11 |
|  | 18 | 53.99 | 53.36 | 56.49 | 61.09 | 1.01 | 1.06 | 1.14 |
|  | 19 | 53.14 | 52.31 | 54.90 | 56.83 | 1.02 | 1.05 | 1.09 |
|  | 20 | 52.64 | 51.75 | 53.07 | 54.40 | 1.02 | 1.03 | 1.05 |
| zero | 16 | 35.05 | 34.55 | 35.43 | 35.43 | 1.01 | 1.03 | 1.03 |
|  | 17 | 34.02 | 32.96 | 34.84 | 34.84 | 1.03 | 1.06 | 1.06 |
|  | 18 | 33.82 | 32.38 | 34.12 | 35.28 | 1.04 | 1.05 | 1.09 |
|  | 19 | 33.82 | 32.11 | 34.03 | 34.49 | 1.05 | 1.06 | 1.07 |
|  | 20 | 33.82 | 31.94 | 33.70 | 34.03 | 1.06 | 1.06 | 1.07 |

Table 3 Total switching costs under timing constraints " $32 \mathrm{C}-10$ "

| prob | LV | ND | SW | LO | DO | ND/SW | LO/SW | DO/SW |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| uni | 13 | 57.75 | 57.25 | 58.40 | 58.40 | 1.01 | 1.02 | 1.02 |
|  | 14 | 57.00 | 55.41 | 57.13 | 57.13 | 1.03 | 1.03 | 1.03 |
|  | 15 | 56.44 | 54.52 | 56.43 | 56.43 | 1.04 | 1.04 | 1.04 |
|  | 16 | 55.83 | 53.70 | 55.62 | 55.62 | 1.04 | 1.04 | 1.04 |
|  | 17 | 55.12 | 52.86 | 54.92 | 54.92 | 1.04 | 1.04 | 1.04 |
| zero | 13 | 38.45 | 36.03 | 38.60 | 38.60 | 1.07 | 1.07 | 1.07 |
|  | 14 | 38.29 | 34.56 | 38.46 | 38.46 | 1.11 | 1.11 | 1.11 |
|  | 15 | 38.27 | 33.32 | 38.33 | 38.33 | 1.15 | 1.15 | 1.15 |
|  | 16 | 38.19 | 32.37 | 37.99 | 37.99 | 1.18 | 1.17 | 1.17 |
|  | 17 | 37.98 | 32.10 | 37.78 | 37.78 | 1.18 | 1.18 | 1.18 |

where timing constraints seem to be loose since upper bits require the results of lower bits so it is preferable that arrival levels of lower bits are earlier than those of upper bits. So, as in the case of late output required levels, relaxed timing constraints may give opportunities to reduce switching costs.
As for input signal probabilities, our approach is more effective where there are many low-cost nodes. Since the total switching cost is the summation of the costs of all nodes, area minimization algorithm also leads to reduction of the switching cost. There is high correlation between the number of nodes and the total switching cost especially when there is less difference among the switching cost of each node. Meanwhile, in case that there are many nodes with very low costs, such as "zero" case, reducing area might not lead to reduction of the total switching cost as shown in Table 3 and Table 5, where the numbers of nodes in SW are larger than those in ND in several cases, though the switching costs are

Table 4 Total switching costs under timing constraints " $32 \mathrm{C}-\mathrm{u} 0$ ".

| prob | LV | ND | SW | LO | DO | ND/SW | LO/SW | DO/SW |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| uni | 13 | 63.77 | 63.54 | 63.77 | 63.77 | 1.00 | 1.00 | 1.00 |
|  | 14 | 60.32 | 60.16 | 60.76 | 62.59 | 1.00 | 1.01 | 1.04 |
|  | 15 | 59.73 | 58.92 | 59.98 | 59.98 | 1.01 | 1.02 | 1.02 |
|  | 16 | 58.88 | 57.91 | 59.34 | 60.05 | 1.02 | 1.02 | 1.04 |
|  | 17 | 58.38 | 56.87 | 58.84 | 58.84 | 1.03 | 1.03 | 1.03 |
| zero | 13 | 41.11 | 40.54 | 41.11 | 41.11 | 1.01 | 1.01 | 1.01 |
|  | 14 | 39.63 | 38.79 | 40.09 | 40.93 | 1.02 | 1.03 | 1.05 |
|  | 15 | 38.66 | 37.35 | 39.78 | 39.78 | 1.04 | 1.06 | 1.06 |
|  | 16 | 38.66 | 36.69 | 39.62 | 40.33 | 1.05 | 1.08 | 1.10 |
|  | 17 | 38.66 | 35.64 | 39.62 | 39.62 | 1.08 | 1.11 | 1.11 |

Table 5 The number of nodes of resulting prefix graphs (32C-10).

| prob | LV | ND | SW | LO | DO |
| :--- | ---: | ---: | ---: | ---: | ---: |
| uni | 13 | 49 | 50 | 50 | 50 |
|  | 14 | 48 | 48 | 48 | 48 |
|  | 15 | 47 | 47 | 47 | 47 |
|  | 16 | 46 | 46 | 46 | 46 |
|  | 17 | 45 | 45 | 45 | 45 |
| zero | 13 | 49 | 61 | 50 | 50 |
|  | 14 | 48 | 64 | 48 | 48 |
|  | 15 | 47 | 58 | 47 | 47 |
|  | 16 | 46 | 56 | 46 | 46 |
|  | 17 | 45 | 51 | 45 | 45 |

lower. So, the correlation might become lower, which means direct minimization of the total switching cost could be superior.

## 6. Conclusions

In this paper, our area minimization framework for prefix graph synthesis was expanded to treat switching cost minimization, and improved to integrate estimation of restructuring effects for robustness. Relation between various types of signal probability and switching costs of nodes are also surveyed through several experiments. Switching-cost minimization algorithm is effective especially where there are a comparably large number of nodes with very low switching costs and timing constraints are not tight.
The effectiveness of our switching-cost minimization algorithm depends on features of signal probabilities and timing constraints. It is important to carefully
observe the effectiveness under distinct situations.
Our switching cost is a rather rough measure, so more accurate measures should be considered. In those cases, our framework can be applied as long as the target cost to be minimized can be calculated as the summation of all node costs, and similar observation on effectiveness as mentioned above may be applicable.
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