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Abstract: This paper proposes an efficient performance estimation method for configurable multi-layer bus-based
SoC, which evaluates system performance in an early stage of design process. The proposed method uses data flow
information obtained from a system-level profiling, an architecture-independent loosely-timed transaction level sim-
ulation, and constructs a system-level execution dependency graph. Then, based on each architecture-level model,
the architecture-level execution dependency graph is constructed and analyzed to estimate the performance of each
architecture. In the analysis, the behavior details of shared buses and multi-layer bus are determined based on the an-
alyzed dynamic bus contention and bus protocols’ features. Experiments were conducted by modeling the multi-layer
AHB and applying the method to estimate performance of the architectures executing JPEG encoder application. The
proposed method estimates the performance of SoC with less than 8% of errors comparing to the results from accurate

RTL simulations.
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1. Introduction

The design methodology in System-on-a-Chip (SoC) indus-
tries is advancing towards Electronic System Level (ESL) to ac-
celerate time-to-market when designing complex systems. In-
stead of Register Transfer Level (RTL), ESL allows the design
in system-level, where functional requirements are specified with
Transaction Level Model (TLM). Typical ESL automates the
mapping decisions from functional specification onto an architec-
tural model in an architecture exploration framework to suggest
optimal architecture candidates which satisfy design constraints.

In architecture exploration, functional specification described
with System-Level Design Language (SLDL) is partitioned
into hardware-implemented part and software-implemented part.
Then, bus architecture is selected, and design quality, such as per-
formance, area and energy consumption, of each architecture is
evaluated in system-level. Various architectural platforms, for
example, multi-processor, hierarchical bus and multi-layer bus,
are modeled as an architectural model to represent architecture
candidates during the exploration.

Performance evaluation is one of the most important parts in
the exploration process because SoC architecture greatly affects
the design quality. Since various architectural platforms shall be
modeled for the exploration and all of the architectures based on
the model must be evaluated, a fast performance estimation ap-
proach that can be applied to all of those platforms is desired.

This paper proposes an efficient performance estimation
method for configurable multi-layer bus-based SoC. The pro-
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posed method uses the data flow information obtained from a
loosely-timed transaction level simulation in the same way as
Ref.[1] to analyze system’s behavior. The key features of the
proposed method are as follows; (1) Predicting the behavior of
shared buses and multi-layer bus during the performance estima-
tion according to the analyzed dynamic bus contention and bus
protocols’ features. (2) Estimating the performance of various
architectures according to the speculated buses’ behavior by an-
alyzing an architecture-dependent execution graph. (3) By defin-
ing protocol’s specific parameters and behavior, the proposed
method is applicable to estimating performance of various bus
protocols. The method estimates the performance of SoC with
less than 8% of errors comparing to the results from accurate RTL
simulations.

This paper is organized as follows. In Section 2, the related
work is explained briefly. Section 3 describes the MoC, the ar-
chitectural model and the definition of the proposed performance
estimation method. Proposed method for performance estimation
is explained thoroughly in Section 4. Then, the AMBA AHB’s
behavior modeling is depicted as an example and the experiments
are conducted in Section 5. Finally, this paper concludes with
summary and future work.

2. Related Work

It is very complicated to estimate performance of the multi-
layer bus-based platform because it involves a large number of
signals, including the occasionally active ones. The most com-
mon way to evaluate their performance is hardware-software co-
simulation [2], [3]. Although these approaches can evaluate ev-
ery architectural platform, it takes an unacceptably long time be-
cause a complete behavior of all possible architectures are mod-
eled and simulated. Hence, models for architecture-level simu-
lation [4], [5], and fast co-simulation models [6], [7], [8] are pro-
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posed. These models can accelerate the simulation by the or-
ders of magnitude, but they must be rebuilt for each of the ar-
chitectures. On the other hand, the flexible bus model-based ap-
proaches for communication refinement [9], [10] repeat only the
performance analysis steps for different bus architectures, but the
remodeling and simulation are still needed to collect the commu-
nication trace for architectures that contains different processing
element set. Yet, the overall estimation still takes too long.

The simulation of models using high-level languages, such as
SpecC or SystemC, are faster than the conventional HDL mod-
eling and simulation approach. These languages support system
modeling and simulation in several abstraction levels. Loghi et
al. proposed a Cycle Accurate (CA) model[11]. The simula-
tion speed of a CA model is likely to be 10-100 times faster
than the speed of a RTL simulation[12]. Models of AMBA
shared bus protocols [13] and multi-layer bus protocols [14] are
proposed to approximate system performance in the level of bus
cycle accurate at transaction boundaries. AMBA shared buses
are also modeled at transaction level to capture arbitration and
bus contention [15]. Baganne et al. has shown that the simula-
tion of Bus Cycle Accurate (BCA) model is approximately 19—
90 times faster than the RTL simulation depending on the test
data and the timed-model’s simulation is about 20 times faster
than the BCA’s[16]. However, the speed of high-level simula-
tions, e.g., simulating timed-model, BCA model, or CA model
using system-level languages, is still slow and the performance
estimation of each architecture requires an individual high-level
abstraction model, which takes up to 3 and 4 days of modeling
effort to create timed- and BCA model for each architecture [13],
respectively. Although higher abstraction level models such as
fast functional model allows simulation time speed-up between
20-110 times over CA model [17], they are mainly used for func-
tional verification.

It is undeniable that an accurate simulation-based performance
evaluation is necessary in the final design procedure, but in an
early design stage which explores potential architectures, a quick
estimation method is more crucial than the highly-accurate but
slow ones. Most fast estimation methods employ a static Model
of Computation (MoC). In Ref. [18], a formal model is used for
approximating the performance of AMBA shared bus and detect-
ing a deadlock. In Ref.[19], a Synchronous Data Flow (SDF)
offers an analytic properties and architecture-specific overhead
is analyzed for performance estimation of hierarchical shared
bus. Rather than a worst-case timing analysis, a statistical perfor-
mance analysis using a stochastic timed marked graph [20] and
a timed marked graph [21] are proposed. The research of Cho
et al. [22] comes closest to ours because it estimates system bus
latency for both shared bus and multi-layer shared bus. Nonethe-
less, the analysis of these models fails to capture the dynamic bus
contention during system execution, which is the main cause of
estimation inaccuracy.

Ueda et al. proposes a performance estimation method based
on system-level profiling[1], our preceding study. A system-
level profiling is a simulation of a loosely-timed model, which
is at least 20 times faster than BCA model’s simulation. Their
target architectural model includes functional blocks, instances
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of Intellectual Properties (IP), simple shared buses and buffers.
The method simulates a user-defined system-level model to ob-
tain execution order and the amount of transferred data from the
profiling procedure, and constructs System-Level Execution De-
pendency Graph (SL-EDG) accordingly. Then, the Architecture-
Level Execution Dependency Graph (AL-EDG) is constructed by
adding edges representing dependencies raised by the availabil-
ity of buffer resources and analyzed to estimate system execution
time. Although the method is effective in terms of time spent for
the estimation process, it has three main limitations. First, bus
model is limited to shared bus and a data transfer must be con-
ducted by only one bus. Consequently, each system-level channel
must occupy a dedicated functional block’s port that is connected
to a bus. Second, the assumption regarding data communication
does not satisfy master-slave communication concept, which ex-
ists in most high-speed bus protocols. Third, the performance
analysis models neither dynamic bus behavior nor deadlock state.
For that reason, probable bus operations are ignored and deadlock
cannot be detected.

In this research, the multi-layer bus architecture and bus pro-
tocols are studied and modeled in order to efficiently estimate
performance of SoC architecture. The architectural model is ex-
tended so that it can also represent configurable multi-layer bus,
memory and Direct Memory Access (DMA) controller engaged
in data communication. Communication port model is also im-
proved to indicate master-slave roles of ports on the connecting
bus and specify port sharing among multiple channels. In terms of
AL-EDG construction procedure, instead of adding buffer-related
dependency edges, our proposed method inserts additional ver-
tices representing executions on memories, DMA controllers and
related data transfers according to data communication path spec-
ified by the architectural model. In the analysis procedure, master
or slave roles of communication ports and buffer status are also
considered when analyzing bus requests in this study in addition
to the execution dependencies considered in the preceding study.
Furthermore, bus contention is recognized in order to predicts
probable dynamic bus behavior, i.e., split, retry and preemption
operation. With our proposed method, the performance of SoC
can be evaluated quickly and accurately.

3. Definitions

First, this section explains MoC, architectural model of the
configurable multi-layer bus-based SoC, and defines the proposed
performance estimation method.

3.1 Model of Computation (MoC)

A Kahn-Process Network-based acyclic directed graph called
System-Level Model (SLM) is used as our MoC to specify behav-
ior of a target system in terms of sequential data computation pro-
cesses and unbounded FIFO communication channels. An SLM
is described as a loosely-timed model of the TLM 2.0 specifi-
cation [23], in which processes expressing data processings are
untimed, while the entry points and exit points of channels ex-
pressing data transfers are explicitly noted by event triggers.

An SLM is represented by M = (P,C), which means that
SLM My is composed of a process set P = {p;li = 0,1,2,...},
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Fig. 1 An example of SLM.

and a channel set C = {c;[j = 0,1,2,...}. ¢; = (pm, pn) rep-
resents the channel from process p,, € P to p, € P. The data
to be used in a process is received through the input channels,
executed inside the process and the result is transmitted via the
output channels. A write operation to an output channel is a non-
blocking operation, while a read operation from an input channel
is a blocking one. Additionally, s; and p,, represent the data size
and the execution priority of channel c;, respectively.

Figure 1 shows an example of an SLM, My, consisting of four
processes and three channels. An arrow represents the direction
of data flow in each channel. For instance, channel ¢y, ¢, and c;3
are data communications from process p; to p,, p; to ps and p3
to ps, respectively.

3.2 Architectural Model

A configurable multi-layer bus-based architecture consists of
IP modules, DMA controllers, memories, shared buses and/or a
multi-layer bus. A multi-layer bus is composed of a bus matrix
and the buses on it, which allows the parallel communications in
a system with multiple masters and slaves. An architecture may
contain heterogeneous configurations of a multi-layer bus [24]
such as multiple masters, multiple slaves, local slave and sub-
systems. Some of the configurations degrade performance, but
removing unnecessary buses on bus matrix and optimizing bus
matrix with these configurations give a benefit in area and ease of
routing.

The configurable multi-layer bus-based architectural platform
is formalized as the architectural model called Architecture-Level
Model (ALM). An ALM describes components and organiza-
tion of an architecture, including the information about process-
to-functional block and channel-to-port mapping decisions. One
channel is accounted for the point that the data flows into it, called
source of channel, and the point that the data flows out of it, called
destination of channel, to be mapped on to the ports that are re-
sponsible for the transfers. An ALM is defined with a 7-tuple,
(F,PT,D,M, B, BM, BB), as follows;

e ['is aset of IP modules’ instances, called functional blocks,

that undertake the execution of the system-level processes.
Ibi = (J, Pgv,» frv;> €ppppy) € F indicates that functional
block i is an implementation of IP j and undertakes the pro-
cesses in set Pyy,. fyp, and e, sy, Tepresent the operation
frequency of fb; and execution cycle of process pyx € Py, on
functional block fb;, respectively.

e PT is a set of ports pt; = (fbj, by,ng,n,). A port connects
a functional block fb; to a shared bus by, and functions as a
master or a slave on the connecting bus. A port contains n,
receive buffers and n, transmit buffers for multiple buffering.

e D is aset of DMA controllers, d; = (Cy,). Cg4, refers to a set
of source and destination of channels that requires d; to initi-
ate the transfer. A DMA controller functions as a bus master
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to transfer data from a requesting slave, store data in buffer
temporarily, and send data to another slave upon request.

e M is a set of memories, m; = (Cy,, n,). C,, refers to the set
of source and destination of channels that are conducted via
a memory, which serves as a slave in the system. The mem-
ory space is divided into storage blocks, and the number of
storage blocks to store data of ¢; is represented by 7.

e B is a set of shared buses, b; = (wy,, fp,» Pry;» bmpp,). wp,,
f», and pry, are b;’s data bus width, frequency and protocol.
bmpy, indicates the port of bus matrix that b; is connected.

e BM represents multi-layer bus’s bus matrix, which is defined
with a 4-tuple, (Wpm, fom> Proms BBM), where wp,, fo, and
DPrum is data bus width, frequency and protocol, respectively.
BBM is a set of buses, bbm;, that route bus matrix’s master
layers to slave layers on the fabric of multi-layer bus.

e BBis a set of bus bridges. bb; = (b}, by), represents the bus
bridge that connects its master interface to b; and its slave
interface to by, implying that bb; functions as a bus master
on b; and as a slave on by.

Figure 2 shows an example of an ALM, M, composed of
four functional blocks, four ports, a DMA controller, a memory,
six shared buses and five buses on bus matrix of multi-layer bus.
Processes and channels of M; in Fig. 1 are mapped onto compo-
nents in M. The process-to-functional block mapping informa-
tion specifies that p;, p», p3 and p4 are mapped onto fb;, fb,,
fbs and fby, respectively. Similarly, the channel-to-port map-
ping indicates that the sources of ¢; and c,, symbolized with ¢y
and ¢y, are mapped onto master port pt;, the source of c3, c3y, 1S
mapped onto slave port pts, the destination of ¢y, ¢4, is mapped
onto master port pt,, while the destinations of ¢, and c3, ¢p4 and
¢34, are mapped onto slave port pty.

From the channel-to-port mapping, C4, and C,,,, the communi-
cation path of each channel is determined considering the master-
slave communication regulation of bus protocols. In Fig. 2, chan-
nel ¢;’s communication path is “pt; — pt4.” In the case of ¢y,
Cyn, = {c1,} because memory is necessary as an intermediate slave
of the communication between two master ports. Therefore, the
communication path of ¢; becomes “pt; — m; — pt;,” mean-
ing that the data transfer is conducted from pt; to m; and from
my to pt,. Likewise, C;4 = {c3,} because a DMA controller is
needed as a master in the communication of ¢3 and the communi-
cation path becomes “pt; — d; — pt4.” A communication path
may traverse more than one DMA controller or memory due to
the placement of ports on the buses connected to the bus matrix.
Besides, a transfer in a sub-path, e.g., “pt; — m;,” may involve
multiple buses and buses on bus matrix.
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3.3 Definition of the Proposed Efficient Performance Esti-

mation Method

e Input
(1) Mg: An SLM describing behavior of a system.
(2) M,: An ALM specifying components and mappings of

an architecture.

e Output
Total execution time of a system described by My when ex-
ecuted on architecture M,;, considering concurrent data pro-
cessings and transfers.

4. Performance Estimation Method for Con-
figurable Multi-layer Bus-based SoC

There are four major procedures in the proposed efficient per-
formance estimation method.

(1) System-level profiling - SLM is simulated in order to gather
profiling information, which includes data processing tim-
ings, transfer timings and the amount of transferred data.

(2) SL-EDG construction - A graph representing execution de-
pendencies in system-level between data processings and
transfers is constructed from profiling information.

(3) AL-EDG construction - A graph representing architecture-
dependent execution orders between data processings and
transfers is constructed from SL-EDG and ALM.

(4) AL-EDG analysis - Performance of each ALM is esti-
mated by analyzing corresponding AL-EDG to obtain the
architecture-dependent data processing and transfer timings.

Since both time-consuming profiling procedure and SL-EDG
construction procedure are architecture-independent, they are
done only once for all ALMs of the same SLM and input data.

Therefore, it is possible to quickly estimate the performance of

various architectures by iteratively constructing and analyzing

AL-EDG without simulating every individual architecture.

4.1 System-Level Profiling Using SystemC

In order to gather profiling information, monitoring process
class and monitoring channel class are extended from SystemC’s
sc_module and sc_prim_channel, respectively, because SystemC
can model hardware’s parallel execution[23]. Each process of
SLM is implemented with monitoring process class to capture
timings of data processings. Likewise, each channel is imple-
mented with monitoring channel class to monitor the amount of
transferred data and data transfer timings, which are recorded
when there are both read access and write access to the channel.

System-level profiling is proceeded by compiling SLM’s code
and executing its binary, meaning that it is done in a loosely-
timed manner. Consequently, all profiling information is quickly
gathered using SystemC simulator.

4.2 SL-EDG Construction

An SL-EDG is a graph that represents data processings, data
transfers and their execution dependencies in system-level. It
is constructed based on the profiling information. Its construc-
tion is independent of hardware architecture, so does the num-
ber of its vertices. SL-EDG is represented by Gy = (Vy, Eg).
The SL-EDG Gy, is comprised of the set of system-level ver-
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Fig. 3 An example of SL-EDG.

tices Vg = {vpey, V ey | 6 )ik, 1 € N}, and the set of system-
level edges Eq = {(Upeus Upisery) VY Weiins Vegen) V' Wpgays Vegny) V
e s Upasy) | s ks 1 € N}

Figure 3 illustrates the example of SL-EDG corresponding to
SLM in Fig. 1. Assuming that each process executes its data pro-
cessing twice and each channel transfers data twice. The circu-
lar nodes denoted by vy, represents the vertex of p;’s k-th data
processing and the octagonal nodes denoted by v, represents
the vertex of ¢;’s [-th data transfer. The solid arrows represent
execution orders. The dashed arrows represent R/E dependency-
edges, indicating that the execution of data processing starts after
the data has been received, and the dotted arrows represents E/S
dependency-edges, indicating that the data transmission starts af-
ter the execution of data processing is over.

More details about system-level profiling and SL-EDG con-
struction are mentioned in another literature [1].

4.3 AL-EDG Construction

An AL-EDG is a graph that represents data processings, data
transfers and their execution dependencies according to compo-
nents of the architecture specified by an ALM. In addition to
the vertices and edges of SL-EDG, AL-EDG also consists of ver-
tices and edges involving DMA controllers and memories that
fulfill bus protocol’s regulation about master-slave communica-
tion of each data transfer. The number of its vertices depends on
the components and organization of the ALM. AL-EDG is rep-
resented by G, = (Vy, Ey), where V,; and E,; are AL-EDG’s
vertex set and edge set, respectively.

The AL-EDG is constructed by the following steps;
(1) Copy SL-EDG as AL-EDG. Let V, be V; and E,; be Eg;.
(2) Alter V,; and E,; so that the AL-EDG also includes the de-

pendencies of data transfers raised by communication paths.

For every channel ¢; = (p,, px) € C, do as follows;

(a) If ¢;y € Cy4, meaning that DMA controller dj initiated
¢;’s transfer to a port mapped to the source of channel
¢i, do as follows;

(i) Make vertices vg,, representing processings on
dy, and vertices Ve, representing additional data
transfers of ¢;. Then, add them to V,. Make
edges (vc(f‘g:j),vc(»;fj+])) representing execution orders
between data transfers of ¢;, and add them to E,;.

(ii) Delete edges (v, Vp,,,) from E, and add edges
(l)c(m, Ud(k,l))a (wa), Uc(’,’:,.)) and (U(»(/’(:,_), UI’(UN)’ which
represent execution dependencies in ¢;’s commu-
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nication path traversing dy, to E.

(b) If cis ¢ Cy, and ci5 € Cp,, meaning that a port mapped
to the source of channel ¢; establishes c¢;’s transfer to
memory m, do as follows;

(i) Make vertices vy, representing processings on
my, and vertices Ve representing additional data
transfers of ¢;. Then, add them to V,. Make
edges (vc(r,{:”, vc(flgfj+])) representing execution orders
between data transfers of ¢;, and add them to E,;.

(ii) Delete edges (ve,»Vp,,,) from E, and add edges
(Uc(i)]),l)m(q’r)), (U’"W)’UC{H,-)) and (UC(,,{,,J‘)’UP(—UI))7 which
represent execution dependencies in ¢;’s commu-
nication path traversing my, to Eg;.

(¢) If c;5s € Cy, and ¢;5 € Cp,,, meaning that the communi-
cation of ¢; traverses memory m, after DMA controller
dy, do as follows;

(i) Make vertices vy, representing processings on
my, and vertices Ve, representing additional data
transfers of ¢;. Then, add them to V,. Make

edges (UCE > ) representing execution orders
i

U
(i, j+1)
between data transfers of ¢;, and add them to E,;.

’r’
i)

/ 7 H
(Ud(m > UC( i,j))’ (U(‘(,‘v/) > vm(qy,)) and (Um(q,,v) > Uc(”f_’,.) )’ which
represent execution dependencies in ¢;’s commu-

(ii) Delete edges (vg,,, v, ) from E, and add edges

nication path traversing m, after dy, to E;.
(d) If ¢iy € C4,, meaning that the transfer of ¢; traverses
DMA controller d; after memory m,, do as follows;
(i) Make vertices vy, representing processings on
d,, and vertices Ve representing additional data
transfers of ¢;. Then, add them to V,. Make

edges (chf U ) representing execution orders
ij

(A

(i, j+1)

between data transfers of ¢;, and add them to E,;.

777

CGi.jy
’7 i M

(Um(q‘,,) s vc(i,j))’ (UL.“,J), Ud(x_,,) and (Ud(m, Uc(f,{:]_)), which

represent execution dependencies in ¢;’s commu-

(ii) Delete edges (v, v, ) from E, and add edges

nication path traversing d after m,, to E;.

(3) Divide the vertices into groups of functional blocks Vi,
buses Vj,, buses on bus matrix Vyy,,, DMA controllers Vy;,
and memories V,,, that undertake their executions. The
channel vertices must be included in the groups of all buses
undertaking their executions.

In the following, the AL-EDG shown in Fig. 4 is constructed
for the ALM shown in Fig.2. First, the SL-EDG in Fig.3 is
copied as an initial AL-EDG. Since Cy; = {cas}, Vi) Vi
Ve, and Ve, are generated into the graph in step 2(a)i. Then,
in step 2(a)ii, edges (v¢y,)> Upy,,) and (Vey,), Up,, ) are removed,
and edges (U Vdiy))s (Pepa)s Vdao))s (Wdgays Ve, )s Wdgys Very, )s
(vC(rgr_”, Upe.y) and (vffé',zw Upun) are added to the AL-EDG. Simi-
larly, because C,,, = {ci,}, the graph is modified according to
steps 2(b)i and 2(b)ii as marked. Finally, the vertices are grouped.
Upay and vy are put into Vi, , the group of process vertices
undertaken by fb;. Similarly, vy, and vg,, are grouped into
Vi, the group of DMA controller vertices undertaken by d;. V,,
the group of channel vertices undertaken by b, includes vertices
Veay» Ve s Vel and Veyy, - Likewise, Vj, includes vertices v,
Vega)» Ve, and Very, - In the example, Ve and Ve, » also in Vi,
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Fig. 4 An example of AL-EDG.

Assign Ty, as the
shortest remaining time
of analyzing vertices

I

Initialize system time

variable, Tsyg

Search executable
vertices
Order the vertices
by priority

Determine a vertex
whose execution is to l
be analyzed

No
Advance system time
Ts s~ Ts s + Tshor(

Analyze execution of
vertices and bus
behavior

Finalize the
current iteration

‘All vertices
analyzed?
Yes

Fig.5 The flow of AL-EDG analysis.

Deadlock detected

Predict bus behavior —
preemption, data
transfer, split, error

1

Initialize shortest
remaining time

variable, T, as -1

the group of bbmy, are included in three groups because the trans-
fer from DMA controller to fb4 uses by, bs and bbmy.

44 AL-EDG Analysis

AL-EDG analysis estimates the performance by predicting the
behavior of the target system on a specified architecture. This pa-
per aims to speculate multi-layer and shared bus behavior based
on the analyzed dynamic bus contention arising from arbitration,
traffic congestion, advanced bus features and communication pro-
tocols. Therefore, the general concepts of bus protocols and ad-
vanced bus features of both multi-layer bus and shared bus are
modeled so that the AL-EDG analysis recognizes dynamic bus
contention. As a result, the proposed method earns an advantage
in terms of accuracy and performance estimation speed.

The AL-EDG analysis flow, shown in Fig. 5, begins with sys-
tem time variable initialization. Then, the analysis steps are iter-
ated to execute data processings and transfers until every vertex
in V,; exhausts or the deadlock is detected.

First, the analysis finds the executable vertices of the current
iteration. A vertex in Vyp,, Vg, and V,, is classified as executable
when it has no edge from other vertices, and added to executable
vertex set V. 1,0 Ve_m,j and Vemnk , respectively. In order to model
the regulation of bus protocol that bus master initiates a communi-
cation to slave, a channel vertex is considered as executable based
on the master’s request. That is, a channel vertex whose transfer
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is initiated by a master port becomes executable when the status
of one of the its receive buffers is empty for a read transaction or
the vertex has no edge from other vertices for a write transaction.
A channel vertex whose transfer is initiated by a DMA controller
is executable when it has no edge from other vertices and for a
write transfer, the status of one of the slave port’s receive buffers
is empty. Then, the vertices are added to executable vertex set
Vere,, and Vexeym, - The existence of multiple vertices within an
executable vertex set of bus or bus on bus matrix implies simul-
taneous bus requests and activities. For that reason, together with
the current bus activity, bus contention is detected.

In the next step, the vertices in each executable vertex set are
reordered by priority, which is decided according to scheduling
and arbitration policy at analysis time. Priorities of process ver-
tices are determined from user-defined process priorities on each
functional block. Priorities of channel vertices in Vmbi of the
shared buses on the master layer side of bus matrix are determined
based on the priorities of bus master and bus bridge’s master in-
terface designated by system designer, so do priorities of those in
Vmbbmf. On the other hand, priorities of those in Vmb’ of the bus
connected to the slave layer of bus matrix depend on priorities of
the bus matrix’s master layer.

Then, a vertex whose execution will be analyzed is selected
from each executable vertex set. The analysis program selects
the process vertex that has the highest priority and the status of
one of the target port’s transmit buffers is empty from V., , and
the channel vertex that has the highest priority and the master
is not banned by bus’s arbiter from V..., and Vexey,, - However,
some channel vertices in th; and Vmbhmj depend on the selected
vertices of other Vexe, and Vexebhmj whether it can be selected. For
instance, the channel vertex whose transfer involves bus bridge
bb, = (b, by) can be selected from V,,, only when it holds the
highest priority among the vertices in Vey,,_ .

The analysis predicts dynamic behavior of bus architecture
from the selected channel vertices and the speculated bus con-
tention. Bus activity is determined when a channel vertex is se-
lected from every executable vertex set of buses and bus on bus
matrix that it belongs to. Split or retry response’s operation, the
mechanism that allow the shared bus and bus on bus matrix to be
released when the slave cannot conduct normal data transfer im-
mediately, is diagnosed when the status of slave’s receive buffer
is not empty for write operation or there exists incoming edges
to the channel vertex for read operation. In the analysis of such
cases, the slave is assumed to response with retry when the trans-
fer traverses bus on bus matrix, and with split otherwise. Bus pre-
emption is detected if the selected vertex of a bus’s executable set
holds a higher priority than the one analyzed as executing on the
bus and the transfer on the bus is not analyzed as a lock transfer.
Otherwise, the occurrence of normal data transfer is determined.

Next, after initializing the shortest remaining time variable,
Tshors» as —1, the remaining operation time of each analyzing ver-
tex is computed by deducting elapsed time from estimated total
operation time of the vertex and bus activity, and the shortest time
is assigned to T'sp0. The system time is advanced by the time as-
signed to Ty,,,,. However, since there is a chance that the analyz-
ing system falls in a deadlock state, the analysis program detects
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the deadlock if T, is less than O, terminates immediately and
reports the deadlock condition to the user. In this case, the user
may modify the channel priority description and run the analysis
again in order to resolve the deadlock.

Total data processing time of each process vertex is calculated
in advance by the following equation;

_ €pifb)
, = —2efb)
fro,

Total processing time of DMA controller and memory vertices

1

are assumed to be 0, since both components only temporarily
store data in their internal storage.

On the other hand, total bus usage time is determined based on
the predicted bus activity in every iteration so that dynamic bus
contention effects are recognized. The time for split operation is
determined as in Eq. (2).

_S+C.+C,
min(f3,)

S and C, are the overhead of split operation and protocol con-

@)

version, respectively, while C, is the number of address cycles
and min(fj,) represents the lowest bus frequency among the fre-
quency of buses that the split operation takes place. The time
for retry operation is determined similarly as in Eq. (3), where R
denotes the overhead of retry operation.

R+C.+C
= RHCetCa 3)
min(f,)
Finally, the calculation of data transfer time is shown in Eq. (4),
_DXxCyxB+C.+C,

mlIl(f bi)
w,

D= —% _ )

min(wy, )

“)

td

where C; and B are the number of clock cycles in one data cycle
and the number of burst beats, respectively. D is the number of
data cycles required to transfer one data, determined by Eq. (5),
where w,, is the number of bits of one data transferred by the an-
alyzing channel vertex and wy, represents the bit width of the nar-
rowest data bus among the buses and bus matrix that the transfer
takes place. The number of address cycles implies pipeline nature
of the bus. Itis counted as 0 if the new data transfer is consecutive
to the previous one or as the number of protocol’s address cycles,
otherwise. The number of burst beats is determined according to
the number of remaining data to be analyzed and bus preemption.

By analyzing the selected vertices and the speculated bus be-
havior, the analysis program advances elapsed time of the ana-
lyzing vertices and bus activities by T, and keeps track of
system’s resource status. For the process and channel vertices an-
alyzed for the first time, the IDs of the vertices are registered to
models of the target storage to track the status of buffers in ports,
DMA controllers and storage blocks in memories. An ID is un-
registered from the storage model when the dependent vertices
are analyzed as completed, implying that the data is processed
or transferred. The storage model with no ID registered implies
that the status is empty. Since data transfer of a channel ver-
tex might be separated into several burst transfer’s analysis, the
number of remaining transfer data is deducted by the number of
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burst beats, B, when elapsed time becomes equal to total opera-
tion time. The vertices are recognized as completed when their
elapsed time becomes equal to the total operation time except for
the channel vertices that the number of remaining data must also
become 0. In each channel vertex’s analysis, bus bridge in use
is marked as active. Shared bus and bus on bus matrix resources
are marked as active, lock, split and retry to represents the data
transfer, lock transfer, split and retry operation on the bus, re-
spectively. Additionally, the bus master whose transfer is split is
marked as banned from arbitration. Lastly, the completed vertices
and related edges are removed from the G;.

Finally, the status of each resource is finalized according to the
bus protocol at the end of each iteration, e.g., unban bus master,
etc. If there are no vertices left in the G, the analysis returns T,
as system time. Otherwise, the analysis loops from searching the
executable vertices step.

4.5 Computational Complexity

The computational complexity of the AL-EDG analysis is de-
rived from the flow explained previously and the program im-
plemented to estimate the performance of multi-layer AHB bus-
based SoC, which is described thoroughly in Section 5.

The asymptotic notation O(n®) expresses the proposed AL-
EDG analysis’s computational complexity as a function of the
number of AL-EDG vertices, n. The analysis repeats from
searching executable vertices to finalizing iteration for at most kn
iterations, where k is a constant indicating the number of loops
spent for analyzing a vertex. In each iteration, the most com-
plex step in the computational time aspect is ordering the exe-
cutable vertices, where the worst case consumes 72 time com-
plexity. Therefore, the complexity of the proposed analysis in the
worst-case is cubic w.r.t. the number of AL-EDG vertices.

However, the computational complexity becomes O(n?) in
most cases that the processes execute iteratively and each of the
components in an architecture undertakes only a few number of
processes and channels. Consequently, a few executable vertices
exist in the executable vertex sets at a time and ordering the exe-
cutable vertices consumes only 7 order of time complexity. The
O(n?) complexity of most cases is depicted in Section 5.5.

The complexity applies to the situation that the application
size, e.g., the size of image in the image processing, causes both
the number of vertices in SL-EDG and AL-EDG to grow. In other
words, AL-EDG analysis runtime increases by O(n*) when esti-
mating the performance of various-sized applications executed on
the same architecture.

5. Case Study

To show that proposed method is efficient to be included in
architecture exploration of ESL, the proposed analysis flow is
applied for performance analysis of multi-layer AHB bus-based
SoC. The proposed method is also applicable to shared bus-based
architecture and not limited to AHB bus protocol.

The efficiency of the proposed performance estimation method
is investigated in two aspects. The first one is the accuracy of the
performance estimated by the proposed method when compared
with the performance obtained from the RTL simulation. The
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Table 1 List of protocol’s parameters.

Parameter  Value
S 2
R 2

Table 2 List of protocol related variable values.

Variable Value
Cy 1,2
C. 0,1
C, 0, 1
1,2,4,8,16

second one is the speed-up of the proposed method over the RTL
simulation, which is measured from the runtime of both tools.

5.1 Modeling of Multi-layer AHB Protocol

In order to apply the proposed flow to analyze the performance
of a multi-layer AHB bus-based system, some protocol parame-
ters, protocol related variable values, and conditions are specified.

Protocol’s parameters and protocol related variable values are
defined based on AHB protocol of the AMBA specification [25]
as shown in Tables 1 and 2. The split and retry responses of AHB
requires two cycles as the overhead, therefore, both overhead of
split operation S and overhead of retry operation R are set to 2.
The values for protocol related variables are determined accord-
ing to system status during the analysis, but restricted to a certain
set of values. The number of clock cycles in one AHB and APB
data cycle C,4 is 1 and 2 under the assumption that there is no
wait cycle. The overhead of protocol conversion differs by pro-
tocol pairs and direction of data flow. For AHB-APB protocol
conversion, C¢ is 1 for a write transfer and O for a read transfer,
split response and retry response. The number of address cycles
C, can be either 0 when pipelined, otherwise the AHB address
cycles with no wait state is 1. The number of burst beats B is typ-
ically 1, 2, 4, 8 and 16, except only when bus preemption occurs
that B can be an integer not more than 16.

There are three additional multi-layer AHB protocol condi-
tions. Firstly, every communication via bus matrix must be
locked because the arbiters of multi-layer bus do not allow pre-
emption. Consequently, the shared buses used for the transfer
must be marked as lock. The second condition regards the state
machine of AHB master interface that 1-cycle-idle phase presents
between two bus requests. Therefore, a channel vertex is removed
from executable vertex sets for one clock after the analysis of the
previous operation has finished. Finally, the arbitration policy of
buses and buses on bus matrix is restricted to fixed-priority policy.

The following describes the analysis of the G,; in Fig.4. Let
the priorities of fb;, fb, and d; be 3, 2, 1, respectively, so do
the priorities of ¢y, ¢, and ¢3. Assume that the mapped functional
blocks of p;, p2, p3 and p4 spend 100, 80, 120 and 140 ns for data
processing calculated by Eq. (1) and the amount of data trans-
ferred in ¢y, ¢; and c3 are 16, 16 and 32, respectively. The system
operates at SO0 MHz, and there is one receive and one transmit
buffer in each port. The execution Gantt chart is shown in Fig. 6.

After T, is initialized, the executable vertices are searched
throughout G,;. In the first iteration, v,,, and v,,, have no
source edge, so they are added to V. " and V., oy respectively.

77

Moreover, since pt, has an empty receive buffer, A

is analyzed
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Fig. 6 An example of AL-EDG analysis.

to have a bus request raised, and is added to Vexey, » Vemé and
117

o, are selected to be analyzed.
Next, the analysis predicts the bus activity of b3, b and bbms

Vgxebbms. Then, v, ), Up,, and v

to be retry response because there exists an edge to v/’

can’

Then, the shortest remaining time of analyzing Ve;ti)ces is de-
termined. The remaining time of v,,, and v,,, are 100 and
120 ns, respectively, while the retry response of vf; = takes 60 ns
according to Eq. (3) computed with one address cycle. For that
reason, T, becomes 60 and T’y is advanced.

The vertices and bus behavior are analyzed. The ID of v,
and v, , are registered in the model of pt;’s and pt3’s transmit

buffer. At the same time, the retry response finishes.

’17

To finalize this iteration, v

, 1s excluded from the analysis for
1 cycle due to AHB interface’s idle phase. Consequently, Ty, is
advanced by 20 ns in the second iteration.

717
€11y

responded with retry. 7', becomes 20 ns because the analysis
of vp,, has ended, therefore, vertex v, ,, edges (v, V¢,,,) and

In the third iteration, v is reconsidered and analyzed to be

(Up(.1)Vep,)) are removed from G

In the fourth iteration, v, becomes executable and is added
into Vmbl, Vem6 and Vmbhmz, so does v, which is added into
Vmb1 R Vmb5 and Vembm1 . Since both channel vertices are initiated
from the same port, but ¢; holds a higher priority, v, ,, is selected
on by, bg and bbmy, while v, , is selected on only bs and bbm; .
Consequently, v, , is ignored in this iteration. Unfortunately, be-
cause bg is occupied with retry response operation, v, , is not
analyzed. T, is advanced to 120 ns, and vertex v,,, and edges
(UpaoVeg,)) are removed from G

Then, Ve is analyzed to transfer data for 16 burst beats, which
takes 340 ns for one address cycle and 16 data cycles in the fifth
iteration. However, the second retry operation of v, remains
only 20ns, so T, becomes 140 ns.

In the sixth iteration, The analysis of v, ’s transfer starts and
lasts for 340ns. At Ty, = 460, transfer of the first 16 data of
Vea finishes, but since there are 16 data left to be transferred, the
vertex has to be considered again after 20 ns of 1-clock-cycle idle
phase. At the same time, the analysis of v.,, remains 20 ns too,
SO T'g0re becomes 20 ns.

At Ty, = 480, the seventh iteration takes place to analyze the
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Fig.7 An SLM of JPEG encoder.

Table 3 Information of data in channels.
width  #data

[bit]
co 24 64
i 8 64
(2 12 64
c3 12 64

cy 12 64
Cs 8 256

Table 4 Information of functional blocks and its ports.

FB Exe.cycle Port

name*! [cycle]
BS 67 1 Slave
CT 68 1 Master
DCT 368 1 Slave
77 67 1 Slave
Q 68 1 Master
VLC 200-265 1 Master
WRT 258 1 Slave

execution of memory vertex vy, . Tsnorr €quals O ns and the eight
iteration begins at the same point of time. The executable vertex
Uc,,, 18 selected to be analyzed and its execution time is 320 ns be-
cause the address cycle overlaps with the last data cycle of v, .
Meanwhile, v, , is analyzed again and the transfer time becomes
340ns.

The analysis proceeds in the same fashion until G,; exhausts.

5.2 Experimental Environment Setup

The effectiveness of the proposed performance estimation
method is studied through a JPEG encoder application. Figure 7
shows an SLM of JPEG encoder, consisting of seven processes
and six channels. The processes are Block Splitting (BS), Color
Transformation (CT), Discrete Cosine Transformation (DCT),
Quantization (Q), ZigZag ordering (ZZ), Variable Length Coding
(VLC) and file WRiTing (WRT). The data width and the amount
of data in one system-level transaction of each channel are shown
in Table 3. The images used in the experiments are processed in
a 8 x 8 pixel block unit and without downsampling.

The experiments were conducted on a 3.60 GHz Intel Xeon,
32GB memory and 64 bit CentOS5 machine. The estimation
method is implemented in C language and the SLM was imple-
mented with SystemC 2.3.0[23]. The source code of the pro-
posed method and the SLM was compiled with gnu gcc 4.1.2.
RTL simulation tool is ModelSim SE-64 10.3.

5.3 Accuracy Measurement

The results of the AL-EDG analysis for performance estima-
tion method are compared with the performance results of RTL
simulation to measure the accuracy of the analysis. The perfor-
mance of eight architectures, each of which executes the same
aforementioned seven processes of JPEG encoder, are evaluated.
The execution cycle shown in Table 4 is the worst-case execu-

*I'FB stands for functional block. The functional block executes the pro-

cess with the same name.
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Table 5 The number of vertices in SL-EDG and AL-EDG.

Image size | 256 x 512  512x512  512x 1,024 1,024 x 1,024
SL-EDG 59,542 118,972 238,234 476,628
AL-EDG 84,118 168,124 336,538 673,236

~
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Fig. 8 Performance results from the proposed method, the method w/o
considering dynamic bus contention and RTL simulation (1,024 x
1,024 pixel image)

tion cycle. Moreover, each architecture is comprised of the same
set of functional blocks and ports, whose information is shown in
Table 4, a DMA controller and a memory. The DMA controller
functions as a master to initiate the communication between DCT
and ZZ functional block. The memory stores data transferring
between Q and VLC functional block. The width of the buses,
shared bus and bus matrix, is 32 bits and each architecture is op-
erated at 50 MHz. The architectures contain the same functional
blocks, DMA controllers and memories, but their ports are at-
tached to the bus architecture differently and various configurable
multi-layer bus architectures are represented. Therefore, the dif-
ference in performance of the architectures are solely affected by
the communication architecture.

The performance estimation by the proposed method is pro-
ceeded as follows; First, the encoding of an image was profiled
to collect the data processing timing, data transfer timing and the
amount of transferred data, and the SL-EDG was constructed ac-
cordingly. For each ALM of the architectures under evaluation,
an AL-EDG was constructed and analyzed to obtain the estimated
performance. Table 5 shows the number of vertices in the SL-
EDGs and AL-EDGs. Normally, the number of vertices in an
AL-EDG depends on the components and communication path of
every channel, but the number of vertices of AL-EDGs in the ex-
periments are equal because the only difference is the architecture
organization. However, the vertices are divided in to the groups
of components that undertake them differently. The experiments
were conducted with four images of different sizes.

Figure 8 shows the performance results yielded from RTL
simulation, the proposed method considering dynamic bus con-
tention and the method that does not consider dynamic bus con-
tention. The results of the proposed method considering dynamic
bus contention is represented in the graph as estimation results
(w/ dynamic contention) and those of the method that does not
consider dynamic bus contention is represented as estimation re-
sults (w/o dynamic contention).

The performance results of the proposed method considering
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dynamic bus contention are compared with the results of RTL
simulation in order to evaluate the estimation error. Architectures
noted as arch3 and arch7, respectively illustrated in Figs.9 (c)
and (g), contain multi-layer bus with heterogeneous configura-
tions and incur the smallest error of 1.5%. On the other hands,
arch8, illustrated in Fig. 9 (h), is the shared bus-based architec-
ture and incurs the biggest error of 7.6%. When bus contention
is detected to occur on a shared bus, the analysis program spec-
ulates a probable operation as well as the operation time, which
raises communication-related timing errors of each bus. These
errors are accumulated especially when bus contention arises re-
peatedly. For that reason, the accuracy of the proposed method
becomes worse in the case of a single shared bus-based architec-
ture, arch8. In the case of multi-layer bus-based architecture, the
errors are distributed to several shared buses and ensue on the es-
timated system time parallelly. According to the timing results,
a larger amount of bus contention is found when analyzing per-
formance of arch6, arch5 and arch4, respectively, so the errors
of these architecture are bigger than the other architectures that
contains multi-layer bus.

Figure 10 illustrates the mean values and the ranges of errors
from comparing the performance results of eight architectures.
The proposed method evaluates system performance with approx-
imately only 1-8% difference from the RTL simulation and the
mean values of error appears as 3.8%. Its overestimation is due
to the fact that the Worst-Case Execution Time (WCET) of VLC
functional block is constantly used in the estimation. On the other
hand, the execution cycle of VLC varies because its execution be-
havior depends on the processed data.

During the performance analysis, taking dynamic bus con-
tention, i.e., bus requests and current bus activity, and dynamic
bus behavior, i.e., dynamic address phase calculation, split, retry
and preemption operation, into account benefits the estimation re-
sults in many aspects. Figure 8 also illustrated the estimation re-
sults when neither dynamic bus contention nor probable dynamic
bus behavior is recognized. They are labeled as estimation re-
sults (w/o dynamic contention). The first benefit is that analyzing
system performance without considering dynamic bus contention
and behavior may cause underestimation as of the one of arch8
because it assumes too optimistic bus contention. On the con-
trary, the address phase is not recognized dynamically when ig-
noring bus requests and current activity, So more errors incur in
the estimation results of archl, arch2, arch3 and arch4. This leads
to a wider error range of —5.2% to 5.2%, which reduces the reli-
ability of the estimation, and insufficient design, which is unac-
ceptable because it might not satisfy the design constraints. The
second benefit is that the proposed method’s estimation results
are approximately 1-2% more accurate than the results when bus
contention and behavior are ignored. For instance, the estimation
errors of archl from the method with and without the consider-
ation regarding dynamic contention are 2.5% and 4.0%, respec-
tively. However, since data processings of JPEG encoder applica-
tion dominates data communications between IPs, the impact of
considering dynamic bus contention and behavior is not so large.
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5.4 Tool Runtime and Speed-Up

Figure 11 illustrates the time spent for system-level profil-
ing and SL-EDG construction w.r.t. the number of pixels in the
sample images. The procedures are done as fast as within two
minute for the image as large as total 2,359,296 pixels (1,536 X
1,536 pixel) because the profiling is conducted in a loosely-timed
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Fig. 12 Average speed-up in estimating performance of eight architectures.

TLM manner. However, the time spent for the two procedures
tends to grow linearly for the bigger size of image.

The AL-EDG construction and analysis achieved much faster
in evaluating the performance of an individual architecture, which
is proven by the runtime speed-up value as high as 152.6 times
over the simulation. Figure 12 shows the relationship between
the runtime of the proposed estimation method (circles)/RTL sim-
ulation (squares) of each architecture candidates and the number
of pixels. The stars show the average speed-up of the architecture
w.r.t. the number of pixels, and the relevant error bar indicates
the range of speed-up values. The experiments demonstrate that
the speed-up varies from 17.4-152.6 times by the combination
and organization of functional blocks, DMA controller, memo-
ries and buses as well as the size of the sample image. The bigger
the image is, the less the average speed-up becomes. This is be-
cause the runtime of the analysis program grows by a polynomial
function as the image becomes bigger, while the RTL simulation
runtime grows linearly in our case study.

Figure 13 draws the relationship between tools’ runtime and
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Fig. 14 AL-EDG analysis’ runtime of individual architecture.

the number of pixels. It shows that the overall procedure of the
efficient performance estimation method has achieved the max-
imum speed-up of 25.6 times over the overall RTL simulation
in evaluating the performance of eight architectures. A bigger
speed-up value can be gained when evaluating a larger number of
architectures due to the fact that the proposed method conduct the
profiling and SL-EDG construction procedure only once for one
image. On the other hands, the speed-up slightly drops when ap-
proximating the performance of architectures encoding the bigger
image. However, the proposed method is able to evaluate the per-
formance of a large number of architectures within a much shorter
time that the RTL simulation which takes unbearable long time.

5.5 Discussion

The abstraction level of the proposed method is between
untimed- and timed-model. The reason is that a loosely-timed
simulation takes place in the system-level profiling procedure,
and then, the static analysis is executed repeatedly to estimate the
performance of architectures. Therefore, one of the most obvious
advantages of the proposed method over the dynamic simulation
methods, e.g., RTL, CA and BCA simulation, is that it requires
less modeling effort. Unlike dynamic simulations, in which mod-
els for each architecture must be implemented, the SLM in the
proposed method is created and profiled only once and the infor-
mation can be utilized for performance estimation of every ALM.
Consequently, days of modeling effort can be saved because infe-
rior architectures are discriminated in an early design stage.

Figure 14 illustrates the logarithm relationship between the
number of AL-EDG vertices, n, and the runtime of the proposed
method spent on AL-EDG analysis for eight individual architec-
tures encoding the 512 x 512 pixel-image. The slopes of lines in
the graph shows that the runtime of the experiments increases by
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only O(n'9). The reason is that in the conducted estimations, the
number of executable vertices in each executable vertex set of the
functional blocks, DMA controllers, memories, shared buses and
buses on the bus matrix of the multi-layer bus in an architecture is
scheduled to as few as no more than five process or channel ver-
tices during each iteration. Consequently, the complexity of the
most complex step, ordering the executable vertices, is reduced
to n and so does the overall complexity which becomes 1.

Considering the speed-up value, the proposed method is fast
and uses less memory resource comparing to the conventional
RTL simulation. The efficient performance estimation method is
able to evaluate the performance of the architecture encoding a
larger image in a short time when the RTL simulation takes too
much time. Moreover, RTL simulation might be impossible be-
cause the memory resource is insufficient in some circumstances,
while the proposed method can overcome such problem due to
the fact that the method refrains from using the real image data.

In Sections 5.3 and 5.4, experiments were conducted only to
the architectures with the same set of functional blocks, DMA
controllers, and memories. The proposed estimation method
achieves 25.6 times faster estimation compared to RTL simula-
tion with small error. Furthermore, proposed method also works
well with different sets of components by repeating only the AL-
EDG related procedures.

The runtime of the proposed method is roughly compared with
the CA simulation time in order to approximate the speed-up. The
experiments were conducted again on the Pentium4 workstation,
running at 3.4 GHz. Then, the results are evaluate against the CA
simulation time results presented by Martin et al. [17]. It is found
that the proposed method has gained approximately 30-35 times
of runtime speed-up over the CA simulation.

6. Conclusion

This paper proposes an efficient performance estimation
method for a configurable multi-layer bus-based architecture by
utilizing system-level data flow information. The flow of per-
formance analysis takes the outstanding behavior details of bus
protocol into account so that it can recognize the dynamic bus
contention. The proposed method is fast and accurate. It es-
timates the performance within 8% of error comparing to the
conventional RTL simulation. Furthermore, the AL-EDG con-
struction and analysis have achieved the speed-up of 152.6 times
over RTL simulation in estimating the performance of one archi-
tecture. The experimental results also shows that the proposed
performance estimation method including system-level profiling,
SL-EDG construction, and AL-EDG construction and analysis
of eight architectures has achieved the overall speed-up of 25.6
times over the eight RTL simulations. When evaluating more ar-
chitectures, the proposed method repeats only the AL-EDG con-
struction and analysis procedures. Therefore, the larger the num-
ber of architectures becomes, the bigger overall speed-up value is
gained.

In the future, the statistical analysis shall be applied to the pro-
posed method to assure the estimated performance statistically
and propose a system-level architecture optimization framework
to explore multi-layer bus-based architectural platform.
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