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1. Introduction

Placement is a classical problem in VLSI physical design and
is also an important step that will directly affect and determine the
performance of a circuit design. Given a floorplan, a set of cells
and a netlist, the goal of placement is to assign a location and an
orientation to every movable cell satisfying constraints (such as
non-overlapping) and meeting the objectives (such as wirelength
and timing). For large circuits with millions of cells, the place-
ment process is usually divided into three stages: global place-
ment, detailed placement, and legalization. In global placement,
some details of the cells such as orientation and cell alignment
issues are usually ignored. Global placement targets at produc-
ing a rough placement solution with minimized objective func-
tion (e.g., total wirelength) and reasonable density distribution.
Legalization aims at removing cell overlapping by adjusting the
cell position minimally. In detailed placement, cells are usually
moved or swapped locally to further improve the placement ob-
jective.

The early placement works in or before 1990’s are wirelength-
driven. Although minimization of total wirelength implies mini-
mization of total routing demand, it does not reflect the existence
of local routing congestion. As technology advances, shrinking of
feature size increases pin density significantly. Placement without
considering routing usually results in serious routing congestion
problem due to an uneven distribution of the routing demands.
Various congestion estimation and routability-driven placement
methods appear since 2000’s. In 2010’s, the focus started to shift
towards detailed-routability issues. With the fact that the number
of design rules has increased exponentially in the recent decade,
placement can no longer ignore the detailed routing issues. So
far a few works addressing the detailed routability have been pro-
posed.

We can see different generations of placers and placement tech-
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niques in the past 20 years. However, the problem is still far from
being solved because of the forever increasing complexity and
functionality of circuit designs and the consequent placement and
layout constraints. In addition, placement is a multi-objective op-
timization problem that finally needs to make use of some routers
to determine whether the objectives are fulfilled, which makes the
problem even harder to tackle.

Wirelength-driven placement is relatively simpler comparing
with the other two objectives of congestion and detailed routabil-
ity because there is a simple metric, half-perimeter wirelength
(HPWL) that was found to correlate with the routing wirelength
to an extent[1]. With this HPWL modeling, some good tech-
niques can be devised for global placement, legalization and de-
tailed placement. The wirelength-driven placement problem has
been well studied and researched. Once moving into the regime
of routability, which is the real concern of placement, the com-
plexity of the problem increases while our understanding of the
methodology is not much. Today, one of the key challenges in
modern physical synthesis is routability, due to several factors
like increased use of embedded IPs and memories on die that
block metal layers for routing, smaller die size to control manu-
facturing cost and complicated logic structures. There are efforts
in modeling congestion and routability with some probabilistic
metrics, but there is not yet any simple metric that is shown to
be correlated directly to the final routability. Routability-driven
placement becomes a hot topic in recent years and a series of
routability-driven placement contests were organized in differ-
ent conferences (ISPD 2011 [2], DAC 2012 [3], ICCAD 2012 [4],
ISPD 2014 [5], ISPD2015 [6]) to promote research in this field.

Moving next into detailed routability-driven placement makes
the problem even more complex, since we now need to con-
sider the exact geometry of the routing wires. Layout details like
power/ground alignment, pin access and design rules like mini-
mum wire spacing are essential issues to be considered. There
are not many works reported on this problem and most of the
techniques are greedy and heuristic based. In this paper, we will
review on those representative placement methods and techniques
for different placement objectives and constraints.
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In this paper, we review and discuss some of the techniques
of wirelength-driven placement in Section 2, in which method
of wirelength estimation (Section 2.1), various placement frame-
works of global placement (Section 2.2, 2.3, 2.4), legalization
(Section 2.5), detailed placement (Section 2.6) will be discussed.
In Section 3, issues of routability-driven placement will be re-
viewed, in which methods of estimating routing congestion (Sec-
tion 3.1) and techniques of removing the congestion (Section 3.2)
will be introduced. In Section 4, the handling of detailed routing
issues in placement will be presented. Some of the important de-
sign rules are discussed in Section 4.1 and works on handling of
such design rules are introduced in Section 4.2. Section 5 con-
cludes our paper.

2. Wirelength-driven Placement Basics

2.1 Wirelength Estimation

During the placement stage, the interconnection of the cells are
given as netlist. For each net, a list of pins (on the cells), or fixed
pins (on the floorplan or fixed cells) are given. However, how they
are connected with metal wires cannot be determined at this stage
until placement and routing are done. Furthermore, the routing
topology and thus the actual wirelength depend on the choice of
the router being used. Routers have various routing strategies
and can produce very different results with different wirelengths.
In order to evaluate the quality of a placement without knowing
any information about routing, a number of ways to estimate the
length of a net given only the positions of the pins in a net are
commonly used.
2.1.1 Half-perimeter Wirelength (HPWL)

Half-Perimeter Wirelength (HPWL) of a net is the sum of the
width and the height of the minimal bounding box containing ev-
ery pin of the net.

HPWL = max lx; — x| + max lyi =yl (D

It can be calculated efficiently in O(n) time where n is the to-
tal number of pins. HPWL is the minimum rectilinear wirelength
required to connect every pin. Without considering routing re-
source, HPWL is accurate for two- and three-pin nets. However,
it usually under-estimates the wirelength of multi-pin nets.

2.1.2 Rectilinear Minimum Spanning Tree (RMST)

In rectilinear minimum spanning tree (RMST), the distance be-
tween each pair of pins is assumed to be their shortest Manhattan
distance. The RMST is then built by constructing a minimum
spanning tree among all the pins. The wirelength estimated with
RMST is more accurate than that with HPWL. The computational
time is O(nlogn) for each net where n is the number of pins in
the net and is usually affordable. Since every edge in an RMST
tree is pin-to-pin, with appropriate edge flipping, some edges may
be shared by multiple pin-to-pin connections. Therefore, RMST
will very often over-estimate the routing wirelength.

2.1.3 Rectilinear Steiner Minimal Tree (RSMT)

Rectilinear Steiner minimal tree (RSMT) wirelength is the ac-
tual minimum rectilinear wirelength required to connect all the
pins of a net. When routing resource is not limited, it is consid-
ered as the most accurate wirelength estimation. However, con-
struction of RSMT is NP-hard, and the computational time to find
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the exact solution is too long.

In practice, all of the above wirelength estimations are too op-
timistic due to the following reasons:

(1) There are routing blockages due to pre-placed multi-layer
macros or pre-routed nets.

(2) Routing resource is not unlimited. When multiple nets are
routed in a local region, the wires of the nets will block each
other.

(3) Routing is usually done on multiple uni-directional routing
layers connected with vias. Vias are resistive and their us-
ages should be minimized. Howeyver, the net topology com-
puted by the above wirelength estimation methods do not
consider any via usage or routing strategy and thus will bring
inaccuracy.

2.2 Partitioning-based Placement

Due to the huge circuit size, a popular approach is to break
down the input circuit into multiple smaller and manageable sub-
circuits. In partitioning-based placement, the netlist is divided
into smaller sub-netlists and the layout is divided into smaller
sub-regions. Each sub-netlist is assigned to a sub-region and the
placement of each sub-netlists are handled separately. As the
problem size of each sub-region is smaller, the placement can be
done in much lower runtime.
2.2.1 Hypergraph Partitioning Algorithm

An enabling technique for partitioning-based/min-cut place-
ment is an effective hypergraph partitioning. Finding the opti-
mal bisection of a hypergraph is NP-complete. Alpert et al. [7]
did a survey on pre-90’s researches on hypergraph partitioning.
Among them, hMetis [8] and BestChoice clustering [9] are com-
monly used partitioning algorithm for min-cut placement[10].
hMetis [8] performs partitioning by a hierarchically clustering
and decluttering the cells. The work of Ref. [11] proposed a spec-
tral partitioning heuristic that uses eigenvectors to construct a ge-
ometric embedding of a given graph which is then partitioned.
BestChoice clustering [9] proposed an iterative clustering tech-
nique based on a score function:

1 1
o= ), mo s 0)

N:u,veN Nl a(u)+a(v)

where u and v are the two clusters of cells, N is a net connecting
both u and v, | V| is the total number of cells in net N, and a(x) is
the total area of the cells inside cluster x. The clustering strategy
will combine clusters with high scores.

BonnPlace [10] modified BestChoice clustering with consider-
ation of cell locations. Sizes of the bounding boxes containing
the cell locations are considered in the clustering cost such that
cells geometrically closer are more likely to be clustered. POLAR
3.0[12] uses placement-driven partitioning, in which the parti-
tioning is purely based on cells’ locations. Starting with a roughly
legalized initial placement, the circuit is partitioned with horizon-
tal and vertical cuts such that the number of cells in each parti-
tion are similar. During placement, all the partitions are placed
in parallel independently assuming that all the pins in the other
partitions are fixed.
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2.3 Placement with Lower/Upper Bound Framework

There are a number of placers developed based on an iter-
ative lower and upper bound framework [13], [14], [15], [16].
The whole global placement process iterates between a lower
bound computation, which optimizes the wirelength, and an up-
per bound computation, which moves cells apart to remove over-
lap. The two processes will gradually converge by different
means of incorporating the solutions of one process into the other.

The idea of iteratively coordinating wirelength-optimized
placement and overlap-free placement has been proposed in many
previous works [17], [18], [19]. For example, Kraftwerk[19]
solves a quadratic formulation to minimize wirelength to give
an initial placement solution. In global placement, the cells are
spread iteratively over the chip. Potential is defined at each loca-
tion as the local difference between cell area and free area (also
called local cell area overflow). The gradients of the potential de-
termine a move force for each cell to reduce cell overlapping. On
the other hand, a hold force is defined to oppose a net force which
is defined to reduce wirelength to retain a cell at its overlap-free
location obtained from the last iteration.

2.3.1 Lower Bound—Quadratic Placement

In quadratic placement, the interconnection of cells are mod-
eled in such a way that every pair of cells are associated with
a zero net weight when they are not connected, while they may
or may not be associated with a non-zero net weight when they
are connected, depending on the net model in use. In another
word, the interconnections are represented as a set of two-pin
nets, where a net weight is associated with each net.

(a) Interconnect Model. In the formulation of quadratic place-
ment, two-pin nets are handled accurately. To consider multi-pin
nets, we need to convert the multi-pin nets into a set of weighted
two-pin nets such that the wirelength of the multi-pin net will cor-
respond to the the total weighted wirelength of the set of two-pin
nets.

The clique model is the simplest formulation, in which all the
pins in a net are connected to each other to form a complete
graph (Fig. 1 (a)). The resulting k(k — 1)/2 edges for a k-pin net
may be too many especially for nets with high fan-in and fan-
out. To compensate for the excessive connections in the clique
model, the net weight is set to 2/k. Clique model were used in
Refs. [20], [21]. In star model, an extra dummy node (the star)
is created and every pin in the net is connected to it (Fig. 1 (b)).
Therefore, there are n edges and (n + 1) nodes in the star model.
The model is good for considering timing as it captures the sig-
nal flow from the output pin of a gate to the input pins of the
other gates. It is proved in Ref. [22] that, with appropriate net
weights and when the net force acting on the star node is zero,
the clique model is equivalent to the star model in quadratic place-
ment. Both net models can give the similar solution quality, but
they introduce different number of nodes and edges under dif-
ferent number of pins of the net. Therefore, the work of Ref. [22]
uses combination of the clique model and the star model, in which
the clique model is used for two- or three-pin nets, while the star
model is used for nets with more than three pins.

Bound-2-Bound (B2B) Model is proposed by Ref.[19]. In the
x-direction (or y-direction), the boundary pins with the maxi-
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Fig. 1 Wire models for quadratic placement. (a) Clique model (b) Star
model (c) B2B model in x-direction (d) B2B model in y-direction.

mum and the minimum coordinate values are identified and all
other pins of the net are assummed to be connecting to these two
boundary pins (Fig. 1 (a), (b)). A drawback is that in this model,
the connections between pins in a net depend on the pins’ posi-
tions. Once the placement is changed, the pins with the maxi-
mum and minimum coordinates may change and the connection
between the pins will need to be changed. Many recent analyt-
ical placers[12], [13], [23] use this B2B model, because of its
resemblance to the HPWL.

(b) Objective Function. The objective function of quadratic
placement is the sum of the squared wirelength of each two-pin
connection, i.e.,

Oy = Y wln - )+ ! i - y) 3)
i,jeCi<j

where x and y are the vectors of the x- and y-coordinates of all the
cells, wy; and wZ ; are the weights of the connections between pin
i and pin j, which is zero when the pins are not connected in the
net model (but they may be connected in the actual netlist). The
weights of a two-pin net may be different in different direction
under some net models, e.g., in the B2B model, two cells may be
connected in one direction, but not in the another direction. It is
easy to see that the objective function can be separated into the x-
and y-direction.

2
)= > wlixi—x) @)
i,jeC,i<j
A Laplacian matrix Q, is used to represent the graph of all
two-pin connections. The above objective function can then be
rewritten as:

1
O(x) = ExT Ox + dzx + constant ()

where Q, is the n x n Laplacian matrix for all the two-pin nets, d,
is a vector of constants with size n. The above objective function
is minimized by solving the linear system:

Qxx +d, =0 (6)

To solve the linear system, some commonly used methods are
conjugate gradient (CG) descent and successive over-relaxation
(SOR).

Although the wirelength can be minimized effectively with the
quadratic placement method, the placement result is not realistic
due to excessive cell overlapping. To solve the overlapping prob-
lem, some common approaches are implicitly integrating into the
objective a function representing the extent of cell overlap, or ex-
plicitly spreading cells away from each other while preserving the
wirelength.
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2.3.2 Upper Bound

The purpose of upper bound is to remove cell overlapping.
Most works evaluate the amount of overlapping as follow. The
whole placement region is partitioned into a set of regular rect-
angular bins. For each bin, free area and cell area are calculated.
Free area is the area that can be used to accommodate cells, while
cell area is the total area of the cells inside the bin.

SimPL [13], Ripple [14], POLAR [16], and EhPlacer [15] use a
similar approach of partitioning the chip into a set of regular rect-
angular bins. The amount of cell area overflow is defined as the
difference between cell area and free area. Overflowed regions
are identified as groups of bins with cell area overflow. Windows
are defined centering at the overflowed region. The window’s
size is adjusted such that it is the minimum size with the cell area
equal the free area. Cells are then spread out linearly in the hor-
izontal and vertical direction to even out the distribution of the
cells, while the relative order of the cells inside the window are
maintained. After cell spreading, the cells will not overlap but the
wirelength will increase. Another round of wirelength minimiza-
tion will then be performed taking into account the non-overlap
positions of the cells obtained after this cell spreading process.
This is achieved with the introduction of weighted pseudo-nets
that connect each cell to its location after cell spreading.

2.4 Analytical Non-linear Placement

In non-linear placement, the objective function is formulated
as a non-linear function and being optimized with some analytical
programming techniques. This approach usually provides higher
flexibility in solving multi-objective problems. For example, both
wirelength and local cell density (thus reducing overlap) can be
optimized simultaneously. In order to solve the problem effec-
tively, the objectives will be formulated as smooth mathematical
functions.
2.4.1 Wirelength Model

The HPWL formulation is neither smooth nor convex. There
are efforts to approximate HPWL with a curve function:

Log-Sum-Exp (LSE) wirelength model is proposed by Naylor
et al. [24]. Instead of converting a hypernet into a set of two-pin
nets, the HPWL function is smoothed as log of sum of exponen-
tials of the coordinates as follows:

y(lnze? + 1nZe1’) +y[1nze’3 + 1nZe”v’] 7
ieN ieN ieN ieN
where N is the set of all pins in a net, (x;,y;) is the position of
pin i, and vy is a constant close to zero. When y approaches zero,
the above formulation equals HPWL. However, to avoid arith-
metic overflow in computation, y cannot be too small. In NTU-
Place3 [25], y was chosen to be 1% of the chip width.
Weighted-Average (WA) wirelength model is proposed by
Ref. [26] that approximates the max and min term in HPWL:

% N v _u
Dien Xi€” Dlien Xi€ 7 Yien Yi€? Zien Yie 7
X — T u i ®
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When 7y approaches zero, the model converges to HPWL. It can

produce smaller estimation errors than the Log-Sum-Exp model.
Recently, the wirelength model proposed by Ray and
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Fig. 2 Comparison of different HPWL smoothing wirelength models. The
graph shows a net with pins at x-coordinates = {2,4, 5, x}, y-axis is
the resulting wirelength with different x under different wirelength
models.

Balachandran [27] can give an even lower bound of error:
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When y approaches zero and p approaches infinity, the model
converges to HPWL. Figure 2 compares the accuracy of the three
models. We can observe that all three net models successfully
smooth the HPWL function, while WA model and Ref.[27]’s
model give significantly better approximations of HPWL than
that of LSE model.
2.4.2 Overlap Reduction

To reduce overlap during placement, the amount of cell
overlapping is also integrated into the objective function in
APlace [28]:

P(c,g) = K. - p(Ixc = xg1) - p(lye — ygl)
1-24 0<d<

pld) =320 1 o<
0 r<d

z (10)
,

where p(d) is a bell-shaped potential function representing the
amount of overlap as a function of the distance between the cell
center and the grid center, and K, is a normalization factor so
that the total sum of potential of a cell equals to its area. Figure 3
compares the potential function and the actual amount of overlap.

With consideration of overlap minimization, the objective
function now becomes:

2
minaW(x,y) +8 ) (Z P(e.g) - Pexcq)) (11
geG \ceC

where W(x, y) is the total wirelength, G is the set of all grids, C is
the set of all cells, P,.(g) is the expected potential of grid g (the
potential of g when cells are evenly distributed on the chip). The
parameter « is the weight for wirelength and S is the weight for
density satisfaction.

As APlace applies the same potential function to every cell, it
does not consider the effect of cell sizes on the overlapping. In
fact, a large cell will start overlap with a grid at larger distance
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Fig. 3 Bell-shaped potential function representing the amount of overlap
as a function of the distance d between the cell center and the grid
center.

away from the grid. NTUPlace [25] thus modifies the potential

function to consider cell size and grid size. For example, in the
x-direction, the potential function p,(c, g) is:

P(c,g) = K. - px(c,9) - py(c, 9)

-4
(we+2wp)+(we+4w,) =%

=2 — Y 2 W Ye
pX(C’ g) - wy(we+4w,) (dx 2 zwg) 2 +w!/ < dX < 2 +w!/

w,
0 5 <d,

w,
OSdXS?-ng
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where w, is the cell width and w, is the grid width. p,(c,g) is
defined similarly regarding the cell height. With consideration of
overlap minimization, the objective function for NTUPlace be-
comes:

2

min W(x,y) + 2 )| > Ple,g) = Pexlg) (13)
geG \ceC
where A is the penalty factor for violation of expected local poten-
tial. The non-linear objective function is solved by the non-linear
conjugate gradient (CG) method with increasing A.

2.5 Legalization

Tetris [29] is a greedy method to legalize every cell in almost a
negligible amount of time. Cells are sorted by their x-coordinates
and then placed one by one to the nearest available placement
site. Abacus [30] is proposed to minimize the squared displace-
ments of the cells optimally. In FastPlace [31], the placeable part
of the rows are identified and divided into set of segments. Le-
galization in FastPlace first targets at moving cells from the seg-
ment with too many cells to the neighboring segments iteratively
until a target density is met. Cells within one segment are then
shifted to satisfy the non-overlapping constraint. Brenner [32]
uses a method of partitioning the placement region into bins and
then a flow-based approach is used to transport cells among bins
such that no bin contains more cells than it can contain. Cells are
then locally legalized within a bin.

2.6 Detailed Placement

After global placement, local refinement will be performed to
further optimize the objectives while keeping the solution legal.
Some common techniques in detailed placement include local re-
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ordering in which a small number of neighboring cells are re-
ordered to improve the objectives, local move in which a cell is
moved to a nearby position, and local swap in which two closeby
cells are swapped. Besides, there are also studies on the prob-
lem of Single-row Fixed-order Placement. In this problem, the
cells do not change in order and cells in other rows are assumed
to be fixed, the problem is to place the cells on the given row
to minimize HPWL. Kahng et al. [33] proposed an optimal so-
lution to the problem using dynamic programming. Two similar
efficient algorithms are proposed by Refs. [33] and [34] that itera-
tively place the cells/clusters at their optimal positions and merge
the overlapping clusters/cells into bigger clusters, until there is no
overlapping. Li et al. [35] proposes a mixed integer programming
(MIP) model that can further optimize wirelength and routabil-
ity of the placement results obtained from several state-of-the-art
placers.

3. Routability-driven Placement

Wirelength-driven placement can help to reduce wiring re-
sources and relieve routing congestion to an extent. However,
minimizing wirelength excessively can worsen routing conges-
tion because the cells may be placed too close to each other in
order to minimize wirelength. An uneven distribution of rout-
ing demand will also result in local routing congestion. Wang
et al. [36] point out that minimizing congestion is not equivalent
to minimizing wirelength. A better way is thus to target at re-
ducing routing congestion directly. However, as explained above,
routability also depends on the router to be used. In order to re-
solve this problem, some efforts were made in the area of model-
ing routing congestion.

3.1 Congestion Estimation

Routability estimation plays an important role in routability-
driven placement. In general, routability in placement refers to
the feasibility of generating a successful global routing result. A
straightforward way is to call a global router with a placement so-
lution to obtain a routing congestion map. According to the con-
gestion map, the placement is optimized to resolve the routability
issues. However, this is impossible because of the long running
time of invoking a router and even if running time is not a con-
cern, different routers or the same router but with different set-
tings will generate routing solutions of different congestion.

To estimate routing congestion, an M X N array of bins called
GCells covering the routing region is defined. For each boundary
edge e between the bins, a term called routing resource supply S,
is defined as the maximum number of tracks that can pass through
between the two cells. Routing resource demand D, is defined as
the number of tracks actually being used. Routing congestion oc-
curs at an edge e when the routing demand D, exceeds the rout-
ing supply S.. When routing congestion occurs at an edge e, the
difference between routing demand and supply is called routing
demand overflow O,, while routing congestion C, is commonly
defined as the ratio of routing demand to supply:

0, =max(0,D, - S.) (14)
D,
C,=— 15
s, (15)
6
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Therefore, when routing congestion occurs on an edge e, O, > 0
and C, > 1.

However, the routing resource demand and supply of each edge
give a local view of the routing problem. Routaiblity-driven
placer or other optimization tools require a more global view of
the circuit’s routability, or even better, a single metric that can
accurately reflect the routing congestion. Some commonly used
metrics are evaluated in Ref. [37].

Total overflow (TOF) and maximal overflow (MOF) mea-
sure the sum and the maximum of routing overflow. When the
values are zero, it is estimated that the circuit is routable. How-
ever, the metric does not reflect the seriousness of the routing
congestion problem. A relatively high overflow may be easily re-
solved when there are plenty of unused routing resource in the
neighborhood region. Beside, the amount of overflow highly de-
pends on the design size, the routing bin (GCell) size, the number
of routing layers, etc. The numbers are not intuitive to reflect how
serious the routing congestion problem is.

Average net congestion (ACN(x)) is defined as the average
congestion of the top x% congested nets, where the congestion of
a net is defined as the maximum congestion among all the global
routing edges used by the net. Worst congestion index WCI(y)
is defined as the number of nets with congestion greater than or
equal to y%, where the net congestion is defined in the same way
as that in ACN(x). The problem with the two metrics is that they
cannot differentiate between a net with a single congested edge
and another net spanning multiple congested edges, in which the
later one is much harder to resolve.

Average edge congestion ACE(x,y) is proposed by Wei
et al. [37]. It is the average congestion of the top x% congested
GCell edges, while ignoring the edges that have more than y%
of the routing tracks blocked. Routing tracks in a GCell can be
blocked by routing blockages and interconnection within a GCell.
3.1.1 Probabilistic Model

To estimate routing demand during the placement stage, a com-
mon method is to estimate how wires will be placed probabilisti-
cally under the current placement and pin distribution. With this
information, one can identify the congested locations with infor-
mation of how much more routing resources are needed prob-
abilistically. A good congestion estimation with probabilistic
model should consider the behavior of a global router, such as
suppressing usage of via, preference of using simple paths like
L-shape and straight line connection, etc.

RISA [38] considers the bounding box of each net and a net
weight is computed from the pin count to estimate the routing
demand contributed by each net. Reference [39] breaks down
multi-pin nets into sets of two-pin nets and uses a probabilistic
model to estimate the horizontal and vertical track usage. Ref-
erences [40] and [41] propose an improved probabilistic model
with consideration of the router’s behaviors of minimizing vias
and detours due to blockages, and thus can attain higher accuracy
of congestion estimation. RUDY [1] defines rectangular uniform
wire density d, of each net n as the ratio of the wire area and the
net’s bounding box’s area. Estimated routing demand at a loca-
tion (x,y) is the sum of the wire density d, of all the nets with
(x, y) contained in the net’s bounding box.
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In the recent decade, computational power of the machines run-
ning the optimization tools has been improved a lot and efficient
global routing algorithms are available. It is generally accepted
that actual global routing can be used as a method of routability
estimation. Since probabilistic models indirectly model the be-
haviors of a global router, it is less useful when global routing
is fast enough to be called frequently in the optimization tools.
Therefore, probabilistic models are less popular in new placement
tools.

3.1.2 Global Router Integration

The major purpose of earlier global routers is to guide detailed
routing. However, with the increasing demand of routability es-
timation in placement, recent global routers will also provide a
“fast” mode to trade off routing accuracy for running time.

In BonnPlace [10], BonnRouteGlobal [42] is used for conges-
tion estimation. CGRIP [43] uses integer programming (IP) in
global routing, which gives high quality global routing solution
in a reasonable amount of time. FastRoute[44] features very
short runtime by using congestion-driven and via-aware Steiner
tree construction followed by layer assignment. It is used in
the works of Refs. [45] and [23]. NCTUgr [47] also features fast
global routing by using 2D routing followed by layer assignment.
The works of Refs. [48] and [46] uses NCTUgr as the routing es-
timator.

3.1.3 Other Methods

GLARE [37] improves the routing congestion estimation on
top of global routing with consideration of local interconnection
within a GCell. The local routing demand is estimated in two
parts: 1) Rectilinear Steiner trees are constructed to connect the
local pins of each local net with two or more pins in the GCell,
and the wirelength of the tree segments is evaluated. 2) Local pin
density is calculated. The two metrics are used to calculate the
amount of routing tracks being blocked by local connections and
is added as additional routing demand of the global router.

The work [49] integrates probabilistic modeling and local pin
density to estimate routing demand. In NTUPlace [50], routabil-
ity is optimized by minimizing net congestion in bins. In each
bin, a term called Routable area is obtained, which is the supply
in routing resource in the bin. A weighted overlapping area be-
tween a net’s bounding box and a bin is taken as the demand in
routing resource of the net in the bin. Minimization of the rout-
ing congestion is integrated into the objective function, which is
solved with a non-linear analytical method.

3.2 Congestion Removal

Once local routing hotspots are identified, we need to resolve
the routing congestion. One of the most common ideas is to shift
cells in the congested region towards nearby regions with avail-
able routing resources. This will result in evening out the routing
demands and thus improving the circuit routability. There are
several techniques to achieve this routing demand migration.
3.2.1 Cell Inflation

To remove congestion, a congestion map is first obtained by
some congestion estimation methods. According to the conges-
tion map, cells in congested regions are identified. These cells are
inflated according to how congested the cell location is. Legal-
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ization is then applied to the placement solution with the inflated
cell sizes. Assuming that the regions with routing congestion usu-
ally have high cell density, cells and thus the pins of the cells are
spread out from the congested region to the neighboring region
with redundant routing resource.

CRISP [51] inflates cells according to the congestion map and
the local pin density. The size of a cell ¢ at the i iteration is
calculated as follows:

width(c, i) = max(width(c,i — 1) + 1,[(1 + @ - T(c,i))pin(c)])
(16)

where T(c, i) is the number of times the cell ¢ has been in a con-
gested region at the i iteration, « is a constant called width in-
crement, pin(c) is the number of pins on ¢ and width(c,i) is the
width of ¢ at the i iteration, i.e., width(c,0) is the initial and
actual cell size.

SimPLR [52] also considers the amount of routing congestion
in the inflation function. Cells in the GCell with serious routing
congestion will be inflated more than those in GCell with lower
routing demand overflow.

width(c, i) = max(width(c) + 1,(1 + 0 - T(c,i) - C(g.))pin(c))
Demand(g.)

C(g,) = —2< 17
©e) Supply(g.) an

where T'(c, i) is the number of times the cell ¢ has been in a con-
gested region, C(g,) is the congestion of the GCell g, containing
cell ¢, Demand(g) and Supply(g) are the demand and supply of
the routing resources in GCell g, pin(c) is the number of pins on
¢ and width(c) is the actual cell size of ¢. Unlike CRISP [51],
the width increment value, 6 (@ in CRISP), is dependent on the
routing solution, which is calculated as:

6 = max(0,y - n(G) - £(G) +B)

Demand(g)
G) = - 7
" 2 Supply(g) (18)
£G) = 2.gec max(0, Demand(g) — S upply(g))
T Yec Supply(g)

where G is the set of all GCell, 1(G) is the total congestion of all
GCells, £(G) is obtained by dividing the total amount of routing
overflow by the total amount of routing supply, which reflects the
routing difficulty of the design.

Ripple 2.0[23] uses a path-based cell inflation method. It
searches for the cells actually causing the congestion by tracing
the cells connecting to the nets that contribute to the GCell edge’s
routing demand overflow. In their approach, cell inflation is di-
rectional. To resolve routing congestion due to horizontal wires,
cells that are causing the congestion are inflated vertically, i.e.,
the cell heights are increased. Similarly, vertical wire congestion
is resolved by inflating cell widths. The inflation function is as
follows:

width(c) = max(width(c), max(C(e)) - width(c))
ecEY
height(c) = max(height(c), max(C(e)) - height(c)) (19)
ecEl

_ Demand(e)

=75 upply(e)
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where Ef and EY are the sets of GCell edges corresponding to
horizontal wires and vertical wires respectively connecting to cell
¢, C(e) is the congestion of the GCell edge e, Demand(e) and
Supply(e) are the demand and supply in routing resources of the
GCell edge e respectively. With such inflation strategy, cells’
spreading direction can be controlled and it is found to be more
effective in resolving congestion.

BonnPlace [10], [49] inflates cells in a GCell according to the
congestion of its incident global routing edge and the local pin
density. For each cell ¢, an inflation ratio b(c) is defined for de-
termining the cell size:

s'(c) = s(c) - (1 + b(c)) (20)

where s’(c) is the inflated cell size, and s(c) is the actual cell size.
Initially, b(c) for each cell is set to be proportional to its pin-to-
area ratio. The values are then scaled such that the total inflated
area equals 7 of the total cell area, i.e.:

b(e) o pin(c)
5() @1)
5.t ; b(c) - s(c) = 2 ; s(c)

where pin(c) is the number of pins on cell ¢ and 7 is a constant.
During placement, b(c) is updated according to the estimated con-
gestion of the GCell g in which cell ¢ is located, and the pin den-
sity:

b(c) = ( > min(1,2(C(ep) ~ 1) g] +min(1,aP(9) - £

1<i<4

, 22
Supply(e) @2

where ey, e;, e3, e4 are the four boundaries of GCell g and C(e) is

C(e) = max (1 Demand(e))

the congestion of e, and P(g) is the pin density of GCell g when
it is greater than a threshold or zero otherwise. Therefore, cell is
inflated by at most 7.

After inflation, the cells must be spread out in order to even
out the routing demand for congestion removal. The rough legal-
ization techniques discussed in Section 2.3.2 can be used. How-
ever, there are some rough legalization techniques specially de-
signed for resolving routing congestion. POLAR 2.0[45] pro-
poses a routability-driven rough legalization, which extends its
previous work of Ref. [53] with consideration of routing conges-
tion. In the original work, placement density hotspots are iden-
tified as local regions with cell area density exceeding the target
density. For each hotspot, a minimal expansion window contain-
ing the hotspot is found, which has the total white space area
large enough to place all the cells inside the window with the tar-
get density. Cells inside the window are then spread evenly within
the window to satisfy the density constraint. To consider routabil-
ity, routing hotspots are identified and the expansion window for
resolving a routing hotspot should have enough horizontal and
vertical routing resource supply higher than the total routing de-
mand within the window, i.e.,

Z Supplyu(i) > a % Z Demandpy(i)

ieW iew
(23)
Z Supplyy(i) > a X Z Demandy (i)
JEW JjEW
8
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where W is the set of all GCell boundaries within the expansion
window, Supplyy(i) and Supplyy (i) are the horizontal and ver-
tical routing resource supply of GCell boundary i, respectively,
Demandy (i) and Demandy (i) are the horizontal and vertical rout-
ing demand of GCell boundary i, respectively.

3.2.2 Other Methods

He et al.[46] proposed a post-processing method on global
placement to improve circuit’s routability. The cells that connect
to the wires contributing to routing congestion are identified as
problematic cells. For each problematic cell, both the cell and the
wires connecting the cell are ripped up from the placement. The
cell is relocated to a position without congestion and with the
ripped-up wires re-connected. Significant routability improve-
ment is reported.

Ropt [54] shares a similar idea of relocating cells to improve
global routing result. For each cell needed to be relocated, the
cell and wires connecting the cell are ripped up from the place-
ment. A set of candidate bins around the original position of the
cells are evaluated with a cost function considering bin density
and the resulting routing congestion. The bin with the lowest cost
becomes the target position of the cell.

Cong et al. [55] suggested that the existence of narrow place-
ment channels between fixed macros contributes to routing con-
gestion. The underlaying reason is that cells placed in the narrow
regions are difficult to have their nets escaping from the region
during routing. The method of blocking narrow channels is im-
plemented by inflating fixed macros according to their distance
to neighbouring fixed macros. In this way, the inflated part of
the macros covers the narrow channels and no cells can be placed
there.

4. Detailed Routability-driven Placement

The ultimate goal of placement is to place a circuit that can fi-
nally be routed successfully with timing closure. Therefore, we
should definitely consider detailed routability. In detailed rout-
ing, exact geometries of where to place the wires will be consid-
ered and we thus need to take into account details like pin ac-
cess, power/ground placement, and design rules like minimum
spacing. In today’s manufacturing technology with small feature
sizes, complex and fine-grain design rules are given for laying out
features on the metal layers. The design rules are also much more
restrictive due to the many constraints in fabrication and manu-
facturing. Detailed routing must place the metal wires and vias
satisfying the design rules as otherwise, placement may need to
be done all over again.

Although routability-driven placemnt has been a hot topic for
many years, most of the works handle routing feasibility at the
level of global routing. Design rules however will not be con-
sidered in global routing. A placement which is routable in the
global routing stage may actually be not routable in the detailed
routing stage. Works [37], [56], [57] have shown that the predic-
tions by global router on the actual violations encountered in the
final detailed routing phase are usually not accurate enough. That
means a placement optimized perfectly towards global routing
congestion may still be unroutable in detailed routing. To address
this issue, we need a much more accurate routability model that
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can reflect the detailed routability and at the same time, need to
develop a placer that can address the potential problems and vio-
lations in detailed routing directly.

Exploration in this direction of detailed routing-driven place-
ment is also hindered by the missing of proprietary design data
in the publicly available benchmarks. Recently, placement test
suites that include fictitious geometry reproducing the essential
challenges of real fabrication geometry were released [5], [6].
The availability of these benchmarks will bring quicker discov-
ery of faster and better placement algorithms optimizing towards
the real routability.

4.1 Design Rules

In this section, some of the design rules that can potentially be
handled directly during the placement stage are introduced.
4.1.1 Non-default Routing (NDR) Net

Some of the nets, especially the net with high fan-out, require
larger wire spacing in order to reduce resistive effect. They are
usually large networks like the clock net. We have to consider
the special design rule for these nets as they will consume more
routing resource than the others. Non-default routing rules may
specify (1) increased wire spacing for a net, (2) increased wire
width for a net or (3) increased via number at selected junctions.
4.1.2 Pin Access

Pin access is the feasibility of a pin to be connected to the metal
wires connecting to other pins in the same net. It is a design rule
violation when a pin is blocked from accessing by a via or a wire.
This happens when a metal-1 pin is under a metal-2 power stripe
or when a metal-2 pin overlaps with a metal-2 power stripe. In
both cases, the pins are unaccessible and the situations should be
avoided. Besides, two cells with pins close to the boundary and
connected to non-default routing (NDR) nets cannot be placed
too close to each other. Otherwise, one of the pins will be unac-
cessible.
4.1.3 General Design Rules

The minimum wire spacing rule requires a minimum spacing
between any two metal edges. The minimum spacing is depen-
dent on the widths of the two adjacent metal objects and the
length of the parallel portions between the two adjacent objects.
Besides, the end-of-line rule imposes a minimum spacing be-
tween a wire and a neighboring end-of-line. The minimum spac-
ing is dependent of the position of a third object placed in parallel
with the end-of-line object.
4.1.4 Power Network Blockage

Power network is usually evenly distributed over the whole
placement region, since every cell being placed have to be pow-
ered. It can consume more than 30% of the routing resources on
the upper routing layers [5], [6]. They are also wider than signal
nets. Early consideration of power net can enhance routability
of the placement solution. In general, we can consider a dense
Power/Ground (PG) mesh with each routing layer having a uni-
formly spaced PG rails running in parallel with its preferred rout-
ing direction. Rail thickness is constant on each layer but varies
between layers.
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Fig. 4 Valid placement of cells.

4.2 Handling of Design Rule Violations

The works [15], [58], [59] handle pin shorts and pin access
problems in the legalization process. M1 and M2 pre-routed
wires including power network are considered as placement
blockages. As the result, pins will not be placed under pre-routed
wires and the pin access problem is thus avoided, although some
valid cell placement as shown in Fig. 4 will also be forbidden.

The work [59] extends Tetris legalizer [29] to consider the min-
imum spacing requirement. Kennings et al. [58] extended and
modified the Abacus legalizer [30]. In Abacus, when a cell is
being inserted to one of the rows, the cost is the resulting to-
tal displacement of the cells in the row. In the modified Abacus
algorithm in [58], the cost becomes a weighted sum of total dis-
placement, total number of design-rule violations, and the cell
area overflow of the row as follows:

Costos, = Z DISP,, +yDRC,, + €VIOL, 24)

cieC,

where Cost._,, is the cost of inserting cell ¢ to row r, DIS P, is
the displacement of cell ¢;, and DRC, is the number of design
rule violations. When the total area of the cells assigned to row r
exceed the row’s area, VIOL, is the amount of cell area overflow,
otherwise it is zero. A row balancing step is used to resolve the
cell area overflow problem through moving cells to the neighbor-
ing rows. For the remaining DRC violations in each row, an addi-
tional cell shifting procedure extending the graph based approach
in Ref. [60] is proposed. To resolve DRC violations, the cost of
assigning cell ¢ to a placement site s is changed to minimize a
weighted sum of the displacement of the cell and the number of
DRC violations as follow:

Cost.,s = DISP. s+ aDRC, ¢ (25)

where Cost._, is the cost of placing cell c to site s, DIS P, ; and
DRC., ; are the displacement and the number of DRC violations
when cell ¢ is placed at the site s.

Wang et al. [48] handles detailed-routability in detailed place-
ment. Their method handles the design rules related to the spac-
ing requirement between cells. To handle cell spacing require-
ment, a two-step method is proposed. First, cells with spacing
violations are inflated and spread to satisfy the violated require-
ment, provided that such operation produce a legal placement
result. Those cells which still have spacing violations are then
flipped to see if the number of violations can be reduced.

Kennings et al. [58] also handle the detailed-routability issues

© 2016 Information Processing Society of Japan

in placement. Two techniques of cell moves and cell swaps [34]
were used to perturb the placement. Each cell movement is eval-
uated by a cost with consideration of the total wirelength and de-
sign rule violation as follows:

Cost = HPWL + w x DRC (26)

where HPWL is the total wirelength, DRC is the number of de-

HPWL
IV
HPWL
INI

sign rule violations, w is a weight computed as § X , where

is thus

[ is a constant, |N| is the total number of nets, and
the average net wirelength.

5. Concluding Remarks

Placement is an important step in the VLSI design cycle that
has significant impact on the quality of the final circuit design.
As technology node scales down and circuit sizes increases, new
concerns and constraints arise that placers today need to handle
and resolve. Traditional wirelength-driven placement is the ba-
sic on which issues on routability and detailed routability are to
be addressed. There are a lot of works and progresses on these
placement and routability problems in recent few decades, and
there are still more to come. Some of the important open prob-
lems are still yet to be studied, for example:

(1) The works [15], [48], [58], [59] introduced in Section 4 han-
dle the design rules related directly to the cell placement,
such as pin access and cell spacing, while the design rules
related to the spacings of detailed routing wires are ignored.

(2) As mentioned in Section 4, global routability does not re-
flect the feasibility of detailed routing. Although there are
many works on global routability estimation, the detailed-
routability estimation is an important issue which is yet to
be explored.

Besides the interconnect issues, there are also other significant

aspects like timing, power, manufacturing related issues and scal-

ability in placement that need to be addressed.
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