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Quality of Service (QoS) routing in Mobile Ad hoc NETworks (MANETS) is
hard to achieve because the network topology tends to change constantly in a
dynamic network. In this paper, we propose an effective QoS routing scheme to
satisfy the required service demand and adapt to the dynamic changes in net-
work resources. This novel approach of Application-Level QoS Routing Scheme
(ALRS) comprises three significant features: (1) Estimation of consumed band-
width on each node by using 2-hop neighbors’ traffic information, (2) Route
construction combined with admission control on each application session with
(1), and (3) Route maintenance based on (1) and (2). By using our proposed
ALRS scheme the availability of bandwidth is greatly improved for high-load
communications, such as multimedia applications. By computer simulation we
confirmed that ALRS increases the delivery ratio by up to 50% and decreases
delay by less than one-fourth of the existing traditional method.

1. Introduction

Satisfying QoS and the effective management of high traffic communication,
such as multimedia applications in Mobile Ad hoc NETworks (MANETS) is a
challenging issue due to dynamic topology and time-varying link capacity. Several
works have been done in the related fields V.

In our proposed Application-level QoS Routing Scheme (ALRS) we focus on
providing multimedia applications for MANETS satisfying desirable end-to-end
QoS in a stable manner, by efficiently coping with the dynamic changes in the
network resources.
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ALRS includes the following three significant features: (1) Finding the traffic
information of 2-hop neighbors by using a modified HELLO message in order to
know traffic information within the Carrier Sensing Range. (2) Constructing an
on-demand route on each application session combined with admission control
based on the acquired information, (3) Deleting unused routes to release the
bandwidth and propagating the request for route reconstruction in the case of
QoS violation.

In this scheme, ‘QoS satisfaction’ is defined as satisfying the delivery ratio of
end-to-end data and at the same time minimizing the delay for each application
session. We consider the total volume of bandwidth consumed by each node as
the existing traffic. By introducing the above-mentioned route construction and
maintenance scheme, based on the precise bandwidth estimation, it is possible to
construct a route that satisfies the QoS requirements and effectively to control
the amount of traffic. With the significant improvement of available bandwidth
by using this scheme, high-load communications, such as multimedia applications
on MANET will be greatly benefited.

From simulation results, we confirmed that the proposed scheme increased
delivery ratio by up to 50% and decreased delay by less than a quarter, by effective
suppression of traffic, without any deterioration of throughput compared to the
traditional AODV ? method. The results show that the proposed scheme enables
the provision of the QoS-aware services in a MANET environment.

The paper is organized as follows. We give a brief account of related work in
Section 2. In Section 3 we present our scheme, ALRS. Simulation results and
related discussion are presented in Section 4. Finally we draw conclusions in
Section 5.

2. Related Work

Existing routing protocols in MANET'Ss are basically classified into two cate-
gories; table-driven ®* and on-demand ?-%).

On-demand routing protocols have a higher latency to start data transmis-
sions, while the overhead can be suppressed. Since QoS provisioning after route-
establishment is more significant for relatively longer-term data communication
such as streaming than initial cost, i.e., the establishment latency, the on-demand
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approach is feasible for realizing our desired QoS-aware routing. Our method acts
as a proactive protocol, as it collects two hop neighbor’s information; however,
even if the source and destination are the same, the route can be different de-
pending on bandwidth requirement. Therefore, it is more appropriate to use our
scheme for on-demand routing protocol, such as AODV.

For the construction of a QoS routing scheme which satisfies the required QoS
on every session, reliable admission control is expected.

Many QoS routing protocols in MANET based on CDMA/TDMA MAC layer
are proposed 9. However, it is difficult to realize such a centralized MAC
scheme in a dynamic MANET environment. Therefore, in this work, our aim is
to realize a QoS routing scheme based on IEEE 802.11 DCF? with distributed
MAC protocol with collision avoidance (CSMA /CA) which is widely used in the
wireless LAN environment.

Some of the QoS routing schemes have been investigated based on IEEE 802.11
DCF. Xue, et al. ' proposed AQOR, which estimates the consumed bandwidth
of self-node based on neighboring nodes’ traffic. This scheme incorporates admis-
sion control and resource reservation into routing. However, AQOR is not suffi-
cient to construct a highly-reliable QoS-aware route, because it does not consider
bandwidth consumption caused by Interference Range (IR), as discussed in the
later part of this paper. Sivakumar, et al.'V proposed the core-extraction dis-
tributed routing algorithm (CEDAR), which can effectively set up the QoS-aware
route. However, if the core node moves out of the selected route, the rerouting
is very costly. Moreover, it is not enough to verify the effects of the scheme,
because a static network environment without nodes’ mobilities is used for the
simulation.

3. ALRS: An Effective Application-Level QoS Routing Scheme

3.1 Overview of ALRS

We propose an effective Application-level QoS Routing Scheme for MANETS
(ALRS) to satisfy the required QoS to the dynamic changes of network resources.

For constructing efficient QoS routing in MANETSs an accurate estimation of
bandwidth consumption is essential for admission control considering not only
TR but also CSR. At first, our view on bandwidth consumption for MANETS is
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Fig.1 Bandwidth consumption on node A.

described before explaining the details of our proposed scheme.

In this paper, ‘self-traffic’ is defined as the accumulated traffic, generated by
the node itself, as a source and also when acting as a forwarding node.

Here, let Bger(X) denote self-traffic per unit time on node ‘X’. If we denote
a set of nodes within the Carrier Sensing Range (CSR) of node ‘X’ by Ny,
consumed bandwidth on node ‘X’ Beyps(X) is at least

Bcons(X) = Z Bself(i)- (1)
1ENx

For example, in Fig. 1, if Txy is defined as traffic volume from node ‘X’ to
node ‘Y’, Bseif(A) = Tap and Beons(A) is as

Beons(A) =Tpa +Tap +Tca+Tcr +Ten. (2)

Basically, IEEE 802.11 DCF with RTS/CTS handshake mechanism is used to
avoid collision free transmission, where each node makes an effort to transmit each
set of data without collision. However, each self-traffic cannot be transmitted in
time and in an error free manner if B.,,s(X) exceeds the maximum available
bandwidth supported by the wireless device (denoted by By,az), i.e., raw data
rate.

When the traffic is excessive, it may exceed the available bandwidth. It will
cause transmission failure and as a result the QoS, i.e., the delay and delivery
ratio will be adversely affected.

Therefore, to satisfy the QoS it is necessary to control the generation of traffic
effectively, and respond to the dynamic traffic changes caused by node mobility.
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Proposal:

Our proposed scheme, ALRS includes the following three significant features:
(1) Finding the traffic information of 2-hop neighbors by using a modified HELLO
message in order to know the traffic information within CSR. Based on the
acquired information, we estimate the consumed bandwidth for each node by
using the neighbors’ information tree, (2) Constructing an on-demand route on
each application session combined with admission control based on the acquired
information, to avoid performance degradation caused by the bottlenecks due
to excessive traffic, (3) Deleting unused routes to release the bandwidth and
propagating the request for route reconstruction and information of changed
volume of traffic immediately and effectively by using two types of messaging, in
the event of QoS violation.

The main innovative point of our scheme as described in Section 3.2 is where we
use traffic information within CSR in order to realize reliable admission control.

In our approach, to control traffic generation, explained in Section 3.3, a new
route will be constructed only if it does not degrade the overall performance of
both the newly established and the other existing routes.

So we expect that our scheme can increase the proportion of the number of
sessions with a high delivery ratio and low delay compared to traditional rout-
ing methods; however, the number of established sessions perhaps might be re-
stricted.

3.2 Bandwidth Estimation within CSR

For QoS-aware routing, an appropriate estimation of bandwidth consumption
is needed to realize both reliable admission control in route construction and QoS
violation detection. So, firstly, we propose a method to dynamically acquire and
update both the existence of nodes and traffic information within CSR by using
HELLO messages and Neighbors’ Information Tree (NIT).

In general, the Transmission Range (TR) is set to, at most, half of CSR. So,
we extend the HELLO structure as shown in Fig.2(a) in order to know the
information within CSR. It includes two fields. The first field is the information
about self-node and uses only the first line. The second field is the information
about 1-hop neighbors and uses from the second line to the last.

When node ‘X’ receives the HELLO message from its 1-hop neighbor ‘Y’, from
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the acquired information node ‘X’ can recognize its 2-hop neighbors, directly
linked with “Y’.

Additionally, in order to manage the traffic information about all neighboring
nodes, each node has NIT as shown in Fig.2 (b). In the tree, the root indicates
the self-node and the vertex at a depth of ‘d’” indicates the d-hop neighbor of the
root. And each vertex ‘X’ has Bgeif(X) and Beons(X). S0 Beons(root) is the total
self-traffic on every vertex from the root to a depth of two (if not overlapping).
Beons in each line of HELLO is used to update the value of B.,,s in the vertex
that has the same node ID with the node ID specified in the line. It is similar
to the Bser. Suppose that the elements of the vertex ‘x’ in NIT are expressed
as follows: (v,.nodelD,v,.self, v,.cons). For example, when the node received
HELLO, with (‘a’, ‘b’, ‘¢’) of the line in the first field, and (‘¢’, ‘57, ‘k’) in the
second field, Beons and Byep are updated as: vg.self = b,v,.cons = c for the
vertex ‘x’ with v,.nodelD = a. Moreover, for the vertex ‘y’ with v,.nodelD =i
in the child of vertex ‘x’, they are updated as: vy.self = j,vy.cons = k. This
is the basic procedure for NIT construction. The algorithm to construct NIT is
shown in Fig. 3.

Here, each node has a routing table which is the list of route entries per ses-
sion. Fach route entry includes allocation bandwidth as the session’s information,
where allocation bandwidth is the volume of generated traffic by the session flow,
which is equal to the requested bandwidth for the session. So, for each node ‘X’,
Bger f(X ) is equal to the total volume of allocated bandwidth in every entry in
X’s routing table.

The mechanism of acquisition of information of 2-hop neighbors’ and updat-
ing bandwidth consumption is illustrated in Fig. 4, where the network situation
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Procedure UpdateNIT (he_nodel D], he_self][], he_cons||, length) {

/* edge(z,y): combination of node z and node y (edge(x,y) # edge(y,x)) */
/* C': set of combination edge(z,y) */

/* selftraf f(z,y): value of self-traffic on #’s children y */

/* consbw(z,y): value of consumed bandwidth on z’s children y */

/* The following three parameters show 1st element, 2nd one, and 3rd one
shown in éth line (in HELLO) */

/* he_nodelD[i]: (neighbor) node (ID) shown in ith line (in HELLO),
i.e. one of neighbor node (ID) of the node which sent the HELLO */

/* he_self[i]: value of self-traffic on he_nodeID[i] */

/* he_consli]: value of consumed bandwidth on he_nodelID[i] */

/* length: the number of lines in the HELLO */

root:= root on NIT, i.e. which received the HELLO;
x:= the node (ID) which sent the HELLO;
if (edge(root,x) ¢ C) C — C + {edge(root,x)};
extend edge(root, z)’s lifetime on C
i: = 1; TEMP = ¢;
while(i < length){
y:= he_nodel D[i];
if (cdge(z,y) & C){
C — C + {edge(z,y)};
TEMP — TEMP + {y};

extend edge(z,y)’s lifetime on C;
selftraf f(z,y):= he_sel f[i]; consbw(z,y):= he_cons[i];
i+ +;

}
while(TEMP! = ¢){
y:= extracted one from TEMP;
if (edge(z,y) has expired) remove edge(z,y) from C;
remove y from TEMP;
}
}

Fig.3 Algorithm pseudo-code for NIT construction and update.

follows Fig.1 and ¢, < t,4+1. In Fig.4(a), at first, node B is still unaware of
the existence of node E. In this state, even if node A receives the HELLO sent
by node B, node A can neither find node E nor can it add E into its own NIT.
Therefore, Beons(A) and Beons(B) are calculated lower than the real value on
node A. As shown in Fig.4 (b), when B receives the HELLO sent from E at ¢,
B updates existing nodes, i.e., adds node E and node H, and updates traffic in-
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formation. After that, as shown in Fig.4 (c), B can create a renewed HELLO by
using this information. By receiving the HELLO sent from B at ¢5, A finds E as
one of A’s 2-hop neighbors and adds it to A’s tree. And then A correctly updates
BCO”S(A) and BCO”S(B) toTsa+Tap +Tca+Tcor +TrnH.

Thus, each node can see other existing nodes and existing traffic within CSR
and then it can appropriately estimate the minimum consumed bandwidth.

3.3 Route Discovery Combined with Admission Control

In this section, we introduce a route construction method per session combined
with admission control.

To realize the QoS-aware route discovery, we modify commonly used
RREQ/RREP messaging. Route discovery for one session works as shown in
Fig. 5. For route selection strategy, the earliest found routes will be selected
from the possible available multiple routes that fulfill the bandwidth require-
ment. This implicitly implies that the route with the shortest delay will be
selected. Details have been discussed in our earlier work '2.

RREQ with the addition of the requested bandwidth and “route list” is broad-
cast from the source to the destination while adding each intermediate node’s ID
to the “route list”.

When the intermediate node receives RREP, it determines whether to accept
acting as a forwarding node by comparing its own current traffic information
with that of RREP. This check means admission control and is realized by the
“Final Check” procedure as shown in Fig. 6. If the node accepts, it becomes one
of the candidate nodes and forwards the RREP.

Similarly, when the source receives the RREP and accepts, it begins to transmit
data packets. At the same time, “Immediate” HELLO (Imm-HELLO) is broad-
cast so that neighboring nodes can immediately update the traffic information.
When the candidate node receives a data packet for the first time, it becomes an
actual data forwarding node, and starts forwarding data packets.

Here, the process of “Final Check” is shown in Fig.6. The node checks the
increased bandwidth consumption not only for its self but also for every other
node existing within the node’s cover area. Therefore, it is possible to avoid
performance degradation of existing routes, even if the traffic increases due to
the newly established routes.
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Fig. 5 Message sequence for route discovery.

Thus, the QoS-aware route can be established if one exists.

3.4 Route Maintenance

In this section, we briefly introduce a method to realize route release and updat-
ing of traffic information quickly and reliably by using both RERR and Immediate
HELLO messages in the event of QoS violation.

Each node periodically updates neighbors’ information within CSR by HELLO
messaging.

If Beons(X) > Baz, ‘X’ determines that it is impossible to satisfy QoS re-
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quirements for the sessions with the presently established routes, then the QoS
violation recovery process is carried out on each node as follows.

The node that has detected the QoS violation extracts one entry from its own
routing table and then sends RERR and Imm-HELLO messages for the session,
where RERR is used to request route rediscovery and sent by unicast.

When the node in the route receives the RERR, the node forwards the RERR
and broadcasts Imm-HELLO and then removes the entry for the session.

Nodes may overestimate consumed bandwidth caused by the delay of release
of unused bandwidth. As a result, there is a possibility that other nodes may
consider it as a QoS violation. Imm-HELLO can solve this problem.

Moreover, decrease of self-traffic and consumed bandwidth is based on a single
session at a time, when there is no physical link failure. In our scheme, we
follow the policy that route maintenance tries to maintain a route of a single
session when a QoS violation is detected. Because, if traffic is still excessive
after the route maintenance for one session, available bandwidth on the node
can be increased in stages due to the next QoS violation detection and route
maintenance for other sessions by self-node or any other neighboring nodes.
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Procedure FinalCheck(RL, NIT, SNIT(d), req) {
/* RL := {z |  is in route list except Destination} */
/¥ SNIT(d) := {z | x € NIT, z is node at a depth of d} */
/* req := requested bandwidth for the session */
n:= number of nodes in RLN NIT;
if (Bmaz — Beons(root) < n X req) return (“refusal”); /* check for self-node */
copy SNIT(1) to C1;
while (C1 ! = ¢) {
en:= an extracted node from C1;
n:= number of nodes in RLN NIT;
if (Bmaz — Beons(en) < n X req) return (“refusal”); /* check for 1-hops */
else remove en from C1;

copy SNIT(2) to C2;
while (C2 ! = ¢) {
en:= an extracted node from C2;
F:={z|xz € SNIT(1), x has en as its child node};
E :={z |z € SNIT(2), z is child of y (for y € F)};
n:= number of nodes in RLN E U SNIT(0);
if (Bmaz — Beons(en) < n X req) return (“refusal”); /* check for 2-hops */
else remove en from C2;

}

return (“acceptance”);

Fig.6 Algorithm pseudo-code for final check.

3.5 Discussion about Overhead Weight

We define “overhead weight”, denoted by Ov_Wt, as the proportion of the
additional cost to the total cost of sending data.

If we denote the minimal total time for the successful transmission of data by
Tiota; and denote the size of a data packet, i.e., IP payload, by DAT A, we can
write
DataRate

DATA 3)
where DataRate, i.e., raw data rate, is used to send data frame except the

Ov.Wt = Ttotal X

physical header. Now, ignoring the uncertain factors such as backoff time, T;otq;
can be calculated based on IEEE 802.11 with RTS/CTS handshake as

Tiotal = Tdata + Teontrot +4 X Tpay +3 x SIFS + DIFS (4)
where Tiatas Teontrol, and Tpgy are the amount of time to transmit each data
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frame, control frames, and physical header, respectively.

Here, Ov_Wt is given by the equation (3) and specification of IEEE 802.11 9.
The actual value of Ov_Wt is 1.71, and we use this static value in the simulation.
Suppose that the data rate of a session flow required for a particular application
is ReqBw. When the route discovery starts, ReqBw x Ov_W't is calculated at
the source node, and ReqBw is updated to that value. Once the source node
specifies ReqBw, the assigned bandwidth for the session in the route entry is also
updated.

In our exploratory experiment, we confirmed that our computational value of
Ov_Wt based on IEEE 802.11 specification is appropriate for smooth transmis-
sion, and provides operations as expected. So, for bandwidth estimation and
route construction in our scheme, we add the overhead weight to each traffic e.g.,
flow and use it as substantive traffic volume.

4. Simulation and Evaluation

NS-2 simulator ** is used for the performance evaluation of the ALRS scheme.

4.1 Network Configuration

In our simulation, the performance of each node is based on IEEE 802.11 DCF
with a raw data rate of 2 Mbps using RTS/CTS handshake. All the nodes have
the same TR of 250 m and CSR of 550m. A network field of 1,500 mx 1,500 m
with 50 nodes is used.

Each node’s initial position is randomly chosen. And its mobility is determined
by the random way-point ¥ with pause time set to 0 and with a uniform and
equal speed in the network. Each pair of source and destination for each session
is randomly chosen.

Constant Bit-Rate (CBR) traffic with fixed data packets of 512 bytes is used
as stream media application and required bandwidth of the session.

Bit-rate of CBR traffic (represented as CBR-rate) is the same for every source.
CBR-rate is denoted as x Kbps, by “CBR,”.

The total value of all CBR-rates is represented as “Load”.

Each of the above three combinations, consisting of speed, Load, and CBR-rate,
is used in 30 different scenarios.

For each scenario, we run the simulation for 500 sec.
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4.2 Performance Metrics

For evaluating performance of our proposed scheme, ALRS, we have measured
the following four performance metrics:

(1) Traffic admission ratio (Ad)

The ratio between the number of data packets sent to the network from the
sources and the number of data packets generated by the sources during the
simulation. This metric is closely related to the proportion of established routes
in the network based on the policy of each scheme.

(2) End-to-end packet delivery ratio (Del7)

The ratio between the number of data packets received by the destinations and
the number of data packets sent by the sources during the simulation. A high
delivery ratio means that both admission control with high reliability for con-
structing the QoS-aware route and appropriate route maintenance have been
conducted.

(3) Throughput (Th)

The amount of data received at the destinations during the simulation per unit
time. It implies utilization efficiency of bandwidth. Control messages such as the
HELLO message, RREQ, and RREP are not included in the throughput.

(4) Average end to end delay (Delay)

The latency incurred by one packet between the generated time by the source and
the arrival time at the destination. The average delay of one session is defined
by all the received packets at the destinations during the simulation.

Through experimental results, we evaluate the performance and make a com-
parison between ALRS and AODV 2, where AODV is a major non-QoS routing
scheme for MANETS.

4.3 Results and Study on Static Topology Scenarios

Figure 7 and Fig. 8 show results at CBRyy and at CBRsgg, respectively.
Each point in the graphs expresses the average of 30 simulations.

As a general trend, with both schemes, when the Load is 200 Kbps, Ad main-
tains at 0.95 and above and Th is equal to the Load. Delay is also set to a very
low value. This is because, with low Load, no bottleneck occurs in the network
and traffic may not be high.

However with AODV, although Th increases, Deli decreases and Delay in-
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Fig.7 Average of each metric among 30 scenarios at C BR4g.

creases considerably with the increase in Load when Load is low at each CBR-
rate. The trend continues until the Load is 800 Kbps at C BR4y and 400 Kbps at
C B Ry, respectively.

We confirmed that although T'h of the entire scenario with AODV is about the
same as that of ALRS, both Deli and Delay of each session are low and high
respectively since AODV creates excessive traffic in the network by sending many
packets in a blind way as shown in Fig.7 (a) and Fig. 8 (a).

On the other hand, ALRS keeps Deli at least 0.7 with any Load. In addition,
ALRS achieves low Delay, having reduced it by up to 25% of AODV. And Th is
nearly equal to AODV. Thus, ALRS achieves a high delivery ratio and low delay.
And also it has the same level of throughput as AODV in Fig. 7 (b) and Fig. 8 (b)
although ALRS suppresses the volume of sent packets as shown in Fig. 7 (a) and
Fig.8(a). Thus, it can be assured that overheads caused by additional control
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Fig. 8 Average of each metric among 30 scenarios at C' BR2og-

messages such as a HELLO message, RREQ, and RREP have hardly any negative
impact on the performance of our scheme. Now, in Fig. 7 and Fig. 8, with ALRS,
the delay decreases and the delivery ratio increases with the increases in load.
When the load increases, the requirement that needs multiple hops from source
node to destination node will not be fulfilled. Therefore, the number of routes
with smaller hop-count will increase with the increase in load.

We will discuss this in more detail in the following sections.

4.3.1 Performance for difference of the level of bottleneck

In each of the static topology scenarios, the possibility of bottlenecks occurring
(in the case of route establishment based only on the existing link) depends on
the outcome of the selection of the source-destination pair for each session.

As shown in Fig.7(d) and Fig.8(d), with AODV, there is little increase of
Delay after the Load becomes 800 Kbps at CBR4 and 400 Kbps at CBRsqp.
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Fig.9 Th vs. Delay for each session (all sessions of 30 scenarios in one graph at CBRyo).

And with ALRS, the Delay remains low with the increase in Load after Load
becoming 800 Kbps at CBRy and with any Load at C'BRygg. These tendencies
are understood by observing the following results.

Figure 9 shows Th vs. Delay of each session for all of 30 sessions at CBRyg.
All graphs with a Load of more than 800 Kbps show the same tendency for both
high Th and low Delay and also for low T'h and high Delay.

First, with AODV, as shown in Fig.9 (a), when the Load is relatively small
(less than 800 Kbps), the levels of both excessive traffic for each bottleneck and
the incidence of bottlenecks may be relatively low. So, the degree of increase
of delay per packet is larger than the degree of increase of probability of packet
drop.

However, as shown in Fig.9 (b), the higher the Load the higher will be the
levels of bottlenecks. So, for each packet which faces bottlenecks, both the delay
and the probability of packet drop will dramatically increase.

Therefore, the proportion of the number of received packets with higher delay
for each scenario becomes smaller compared to the total packets received. Thus,
the average Delay of 30 different scenarios reached the saturation level (Fig. 7 (d)
and Fig. 8 (d)).

On the other hand, with ALRS, few sessions have very low T'h and high Delay.

Therefore, we can confirm that ALRS achieves a reliable admission control for
any load, which determines the creation of a route for each target session based
on the appropriate estimation of bandwidth consumption, i.e., to control the
volume of sent packets in order to avoid bottlenecks.
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The scatter plot of Fig. 10 shows the relationship between Th and Delay, and
Fig. 11 represents the number of sessions with respect to Deli with a Load of
1,200 Kbps at CBRyg, i.e., applications require total 30 sessions per scenario.
Where in Fig.11, the Delivery Ratio of the session that cannot establish the
route, is set to zero. Delivery ratio with respect to the number of sessions is
measured by using the same scenario considered in Fig. 10; moderate traffic in
Fig. 11 (a) and excessive traffic in Fig. 11 (b).
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The effectiveness of ALRS is signified when traffic is excessive (second scenario)
compared to AODV, that does not consider QoS requirements.

In the case of the first scenario, when traffic is moderate, both schemes show a
similar performance as shown in Fig. 10 and Fig. 11 (a).

In the second scenario, with AODV, when traffic is excessive, the proportion of
sessions with both low T'h and high Delay increases as shown in Fig. 10, whereas,
for ALRS only one incident appears to have a high delay. Also, for ALRS the
number of sessions with high Deli is larger than AODV as shown in Fig. 11 (b).

That is to say, ALRS keeps delivery ratios high and reduces the increase of
delays for established routes with selective route establishment to avoid bottle-
necks.

Depending on the network topology, in the case of insufficient neighboring
nodes, some traffic information of 2-hop neighbors cannot be delivered. In our
experiment, this loss of traffic information had occurred. In this situation, the
node underestimates B.ons, and an unexpected route might be established. This
miss-estimation originates bottlenecks in the session, and causes degradation of
the delivery ratio and an increase in delay.

4.4 Impact of Nodes Mobility on Performance

Figure 7 and Fig. 8 show how node mobility affects the performance for both
AODV and ALRS. We have evaluated our scheme along with AODV in both
static and dynamic situation with varying node mobility and with CBR4y and
CBRQO().

Naturally, as ALRS is trying to satisfy QoS, Ad is lower than AODV for both
a static and a non-static situation. But when performance metrics are Deli and
Delay, the two most important parameters in QoS satisfaction, ALRS shows a
better performance than AODV even when there is node mobility. Th is almost
the same for both the schemes in a static situation and remains the same when
the node mobility is low. Only when the node mobility increases to 5m/sec or
higher, does ALRS show slightly lower T/h than AODV.

In a static situation when traffic increases, bottleneck occurs and as a result
packets are dropped. So both T'h and Deli also decreases. When there is node
mobility, the occurrence of link failure increases and until a new link is estab-
lished, packets get dropped and as a consequence Th and Deli decrease for both

© 2009 Information Processing Society of Japan



23 A New QoS Routing Scheme Based on Bandwidth Consumption for MANET'S

ALRS and AODV.

And when node mobility is high, it takes time to update traffic information
and therefore inaccurate bandwidth estimation tends to occur. This results in
failure or delay of QoS violation detection, so Deli drops for ALRS.

4.5 Discussion

AQOR and CEDAR aim to improve the reliability of admission control ac-
cording to the basic MANET model where TR and CSR have the same range.
Therefore, these previous works cannot realize the expected performance im-
provement on the model that we considered in this paper. The reason could
be the underestimation of consumed bandwidth by the existing schemes. This
incorrect estimation causes bottlenecks in the established session flow, and it
may initiate the degradation of delivery ratio and increase the end-to-end delay.
Especially when the load is heavy, this tendency will be more prominent.

As for the applications with best-effort traffic on which the required bandwidth
cannot be estimated beforehand, ALRS can work effectively by specifying a lower
priority to the frame than applications that have explicit required bandwidth.
This can be performed by using MAC protocol of IEEE 802.11e, that can control
frame transmission priority. Meanwhile, in terms of such applications where the
required bandwidth cannot be estimated beforehand, the bandwidth does not
need to be ensured at the initial stage. Thus, ALRS does not have functions to
inquire about the required bandwidth to the applications.

In terms of accuracy of the bandwidth estimation, a thorough discussion and
evaluation are not completed yet. However, for a consideration of CSR, the
related work '® etc. pointed out the importance of the concept of the range.
Moreover, the relationship between flow, traffic, and bandwidth is discussed in
Ref. 10). From these works, we think that our bandwidth estimation is adequate.
Experiments on real environments have not been conducted yet. In a future work,
we would like to investigate the performance of our scheme in a real situation.

5. Conclusions

In this paper we proposed an Application-level QoS Routing Scheme for
MANETs (ALRS) which acts adaptively to the dynamic changes of network
resources, and described the detail of route construction and maintenance.
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We have shown in our simulation based experiment, that ALRS achieved an
improvement in delivery ratio by up to 50% and the delay is also reduced to less
than one-fourth of AODV on all occasions, while the throughput remains similar
to non-QoS routing schemes in a static situation. So it can be said that, ALRS
can achieve a high ratio of QoS satisfaction without deterioration of bandwidth
utilization. We also proved that our method performs better especially when
mobility is moderately low.

In a future work, we are aiming to provide a higher reliability in admission
control with more accurate information of route and available resources. Also we
wish to evaluate our scheme by varying the node density.

We also wish to consider how to accommodate effective scheduling techniques
and efficient use of channel utilization in MAC layer. Performance evaluation of
our scheme in an actual application is also one of our future plans.
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