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Abstract: A Grid monitoring system is differentiated from a general monitoring system in that it must be scalable
across wide-area networks, include a large number of heterogeneous resources, and be integrated with the other Grid
middleware in terms of naming and security issues. A Grid Monitoring is the act of collecting information concerning
the characteristics and status of resources of interest. The Grid Monitoring Architecture (GMA) specification sets out
the requirements and constraints of any implementation. It is based on simple Consumer/Producer architecture with
an integrated system registry and distinguishes transmission of monitoring data and data discovery logically. There are
many systems that implement GMA but all have some drawbacks such as, difficult installation, single point of failure,
or loss of message control. So we design a simple model after we analyze the requirements of Grid monitoring and
information service. We propose a grid monitoring system based on GMA. The proposed Grid monitoring system
consists of producers, registry, consumers, and failover registry. The registry is used to match the consumer with one
or more producers, so it is the main monitoring tool. The failover registry is used to recover any failure in the main
registry. The structure of a proposed grid monitoring system depends on java Servlet and SQL query language. This
makes the system more flexible and scalable. We try to solve some problems of the previous works in a Grid moni-
toring system such as, lack of data flow and single point of failure in R-GMA, and difficulty of installing in MDS4.
Firstly, we solve the problem of single point of failure by adding failover registry to the system. It can recover any
failure in Registry node. Secondly, we take into consideration the system components to be easy to install/maintain.
The proposed system is combination of few systems and frequency of update is low. Thirdly, load balancing should be
added to the system to overcome the message overloaded. We evaluate the performance of the system by measuring
the response time, utilization, and throughput. The result with load balancing is better than that without load balancing
in all evaluation results. Finally, we make a comparison between the proposed system and the other three monitoring
systems. We also make a comparison between the four types of load balancing algorithms.
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1. Introduction

The growing popularity of the Internet and the availability of
powerful computers and high-speed networks as low-cost com-
modity components are changing the way we do computing and
use computers today [1]. The interest in coupling geographically
distributed (computational) resources is also growing for solv-
ing large-scale problems, leading to what is popularly known as
Grid computing. In this environment, the security problem is a
hot topic in Grid research due to the dynamics and uncertainty
of Grid system. The Grid security issues can be categorized into
three main categories: architecture issues, infrastructure issues,
and management issues [8].

The Grid management is important as the Grid is heteroge-
neous in nature and may consist of multiple entities, components,
users, domains, policies, and stake holders. The different man-
agement issues that Grid administrators are worried about are cre-
dential management, trust management, and monitoring issues.

The ability to monitor and manage distributed computing com-
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ponents is critical for enabling high performance distributed com-
puting. Monitoring data is needed to determine the source of
performance problems and to tune the system for better perfor-
mance [9]. Fault detection and recovery mechanisms need moni-
toring data to determine if a server is down, and whether to restart
the server or redirect service requests elsewhere. A performance
prediction service might use monitoring data as inputs for a pre-
diction model, which would in turn be used by a scheduler to
determine which resources to use.

Monitoring is the act of collecting information concerning the
characteristics and status of resources of interest. Monitoring is
also crucial in a variety of cases such as scheduling, data replica-
tion, accounting, performance analysis and optimization of dis-
tributed systems or individual applications, self-tuning applica-
tions, and many more [8]. The functions of monitoring are cor-
rectness checking, performance enhancement, dependability or
fault tolerance, performance evaluation, debugging and testing,
control or management, and security.

In the Grid, resources are changeful, and the performances of
resources are also fluctuating [2]. Therefore, an efficient man-
agement of resources and applications running on the Grid has
become key, difficulty, and challenge. Moreover, for parallel ap-
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plications on the Grid, an achievement of highly performance is
highly dependent upon the effectively coordination of their com-
ponents. In order to implement robust, available and high perfor-
mance Grid environment, right and effective monitoring on Grid
is a key. A well-designed Grid monitoring system should be able
to measure, record, archive, and then publish the performance of
Grid resources, status information of Grid applications.

Most existing monitoring systems work with network or clus-
ter systems. There are several research systems implementing the
Grid Monitoring Architecture (GMA) [6]: Autopilot, R-GMA,
MDS, etc. Autopilot [11] is a framework for enabling applica-
tions to dynamically adapt for changing environments. It aims
to facilitate end-users in the development of application. R-
GMA [12] combines grid monitoring and information services
based on the relational model. Although R-GMA is robust, it
has three drawbacks: lack of data flow, loss of control message,
and single point of failure. MDS is introduced in the next section
in details. It has many problems such as too difficult to install.

In this paper, we focus on monitoring management in Grid
computing. The proposed Grid monitoring system is also based
on the GMA [6]. GMA is the basis of most monitoring system.
The goal of GMA is to provide a minimal specification that will
support required functionality and allow interoperability.

We design a simple Grid monitoring system. The proposed
system components are producers, registry, consumers, and
failover registry. The goals of this system are to provide a way for
consumers to obtain information about Grid resources as quickly
as possible, and to recover any faults in the system. There is no
direct relationship between producer and consumer. The mon-
itoring tool is registry. It manages and controls the relation-
ship between all producers and consumers existing in the system.
All objects in the system are producers which have the reply of
queries, consumers who need some data, Registry which manages
the queries and replies, and failover registry. Failover registry is
responsible for taking place of main registry in case of failure. In
the proposed Grid monitoring system, we observe that there may
be overloaded in Registry if the number of requests is large, so
load balancing should be added to the proposed Grid monitoring
system in order to get better performance.

Load balancing is not a new concept in the server or network
space. Load balancing is a technique applied in the parallel sys-
tem that is used to reach an optimal system condition, which is
workloads are evenly distributed amongst computers, and as its
implication will decrease the execution time of programs. Load
balancing is dividing the amount of work that a computer has to
do between two or more computers so that more work gets done
in the same amount of time and, in general, all users get served
faster. Load balancing can be implemented with hardware, soft-
ware, or a combination of both.

Load balancing can be static or dynamic [14]. The static load
balancing algorithms are Round Robin algorithm, Randomized
algorithm, Central Manager algorithm, and Threshold algorithm.
Dynamic load balancing algorithms are Central Queue algorithm,
and Local Queue algorithm. The type of algorithm to implement
is determined by the type of parallel applications to solve. The
most suitable algorithm to our system is Central Manager algo-

rithm.
We try to solve some problems of the previous works in Grid

monitoring system such as, lack of data flow and a single point
of failure in R-GMA, and difficulty of installing in MDS4. We
solve the problem of a single point of failure by adding failover
registry in the proposed system. Failover registry is responsible
for replacing Registry in case of failure. The second problem that
we solve is a lack of data flow. We integrate load balancing with
the proposed system. Load balancer at Registry divides the load
between Registry and failover registry. The third one is difficult
to install. We take into consideration the system components to
be easy to install/maintain. The proposed system is combination
of few systems and frequency of update is low.

This paper is organized as follows. In Section 2, we show some
previous work in monitoring management. In Section 3, we ex-
plain the details of our monitoring system and how it is work in
Grid system. The performance evaluation and comparison with
previous work are shown in Section 4. In Section 5, there is a
complete comparison between four types of load balancing algo-
rithm. Finally, the conclusions of this paper and the future work
are given in Section 6.

2. Related Work

There are a few tools developed by different research commu-
nities, which feature in monitoring in the Grid. Most of these
monitoring systems are under development. Here we just men-
tion some works of Grid monitoring systems.

The Monitoring and Discovery System (MDS) [3] of the
Globus Toolkit (GT) is a suite of components for monitoring and
discovering Grid resources and services. The latest version of
the MDS system is MDS4. MDS4 builds on query, subscrip-
tion, and notification protocols and interfaces defined by the Web
Service Resource Framework (WSRF) and WS-Notification fam-
ilies of specifications and implemented by the GT4 Web Services
Core. MDS4 provides two higher-level services: an Index ser-
vice, which collects and publishes aggregated information about
information sources by GIIS (Grid Index Information Service),
and a Trigger service, which collects resource information and
performs actions when certain conditions are triggered. These
services are built upon a common Aggregation Framework in-
frastructure that provides common interfaces and mechanisms for
working with data sources. The advantages of MDS4 are flexibil-
ity and scalability. The disadvantages of MDS4 are it can work
only with web service, and it is too difficult to install [10].

Ganglia monitoring system [4] is a scalable distributed moni-
toring system. It provides scalable monitoring of distributed sys-
tems in the architectural design space including large-scale clus-
ters in a machine room, computational Grids consisting of fed-
erations of clusters, and, most recently, has even seen applica-
tion on an open, shared planetary-scale application testbed called
PlanetLab. The system is based on a hierarchical design tar-
geted at federations of clusters. It relies on a multicast-based lis-
ten/announce protocol to monitor state within clusters and uses a
tree of point-to-point connections amongst representative cluster
nodes to federate clusters and aggregate their state. The advan-
tages of Ganglia are new nodes can be added easily, it is portable,
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it has a fine web interface, and it is widely used and can be eas-
ily integrated with other monitoring systems. The disadvantages
of Ganglia [16] are Database is not scalable, and there is heavy
network if there are big numbers of nodes.

Hawkeye monitoring system [5] provides a simple and
lightweight way for system administrators to monitor and man-
age distributed systems. Hawkeye is designed by Condor group
and mainly used for monitoring Condor pools. Hawkeyes ar-
chitecture comprises of four major components: Hawkeye pool,
Hawkeye manager, Hawkeye monitoring agent, and Hawkeye
module. The advantages of Hawkeye are Ref. [16] Multiplatform
system, and possible custom-made sensors. The disadvantages
of Hawkeye are poor front-end, and under development.

3. Proposed Grid Monitoring System

3.1 Overview
Most of Grid monitoring and information service have short-

comings and not easy to use [10]. First, they are too large and too
difficult to install, to configure and to deploy. For example, to use
MDS4 you need configure third party monitoring tools such as
Ganglia or Hawkeye. Second, some functions they provide may
be limited to some specific projects; these functions may be use-
less to another project and may reduce the performance of this
project. Finally, some protocols these tools rely on also have de-
fects.

The requirements of Grid monitoring are performance en-
hancement, dependability, performance evaluation, and manage-
ment. We design a simpler model after we analyze most of the
requirements of Grid monitoring and information service, and im-
plement it. We try to solve some problems of the previous works
in a Grid monitoring system such as, flow of data and single point
of failure in R-GMA, and difficulty of installing in MDS4. We
also have two goals of the proposed system: management and
dependability (failure recovery). The proposed Grid Monitoring
System is based on the Grid Monitoring Architecture (GMA) [6]
as shown in Fig. 1.

In order to satisfy the requirement of Grid monitoring, Global
Grid Forum (GGF) recommend Grid Monitoring Architecture
(GMA) as a Grid monitoring mechanism [6]. The GMA speci-
fication sets out the requirements and constraints of any imple-
mentation. It is based on simple Consumer/Producer architecture
with an integrated system registry and distinguishes transmission
of monitoring data and data discovery logically. In GMA, all of
monitoring data are events which are based on timestamp for stor-

Fig. 1 GMA components.

ing and transferring such as, CPU usages, memory usage, thread
status and error information. The Grid Monitoring Architecture
consists of three types of components: Directory Service (Reg-
istry), Producer and Consumer.

The architecture of the proposed Grid monitoring system and
the Communications between the Producer and the Consumer
is shown in Fig. 2. The proposed Grid monitoring system con-
sists of producers (P), registry, consumers (C), and failover reg-
istry. The main aim of the proposed system is to provide a
way for consumers to obtain information about Grid resources
as quickly as possible. It also provides fault tolerance system
supported by failover registry. In Fig. 2, the solid line is the nor-
mal communication between consumer and registry. The dotted
line is the replacement communication in case of registry fail-
ure. The structure of the proposed Grid monitoring system de-
pends on java Servlet and SQL query language. Java servlets
are more efficient, easier to use, more powerful, more portable,
and cheaper than traditional Common Gateway Interface (CGI).
Structured Query Language (SQL) is a database computer lan-
guage designed for managing data in relational database man-
agement systems (RDBMS), and originally based upon relational
algebra. Users are offered all the flexibility that SQL query lan-
guage brings. So the system’s components are easy to use in any
platform and it can solve the problem of single point of failure
and flow of data.

3.2 Components of Proposed Grid Monitoring System
Producers are the Grid services which register themselves in

registry, describe the type and structure of information by SQL
CREATE TABLE and SQL INSERT TABLE, and reply to the
query of consumer as shown in Fig. 3. So the producers in our
Grid monitoring system are the source of data. Each producer
has an interface and a Servlet. Producer interface communicates
with producer Servlet to build the database. The functions that
are supported by the producer are creating tables, inserting data
into tables, deleting data from tables, and updating data in tables.

Registry acts as a discovery Grid service to find relevant pro-
ducers matching the query of a consumer. Registry schema con-
sists of four layers: register layer, data layer, service layer, and
republish layer. Register layer is responsible for registering all
producers and consumers in the system. Data layer as shown in

Fig. 2 Proposed Grid monitoring system.
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Fig. 3 SQL example.

Fig. 4 Data layer in Registry schema.

Fig. 4 contains the description of the database exist in all pro-
ducers. Every Producer enters the index of his tables in Registry
schema, and the consumer can get the reply from these indexes.
As the example in Fig. 4, the Registry index contains the table
name and description of it. For example, if the table “customer”
in Fig. 3 exists in Producer1, then data layer in Registry contains
Producer1 has ‘customer table’ with the description First Name,
Last Name, Address, Country, Age. Service layer and republish
layer take request and get the reply, respectively. The functions
that are supported by the registry are registering both producers
and consumers, adding entry from producers, updating entries
from producers, removing entries from producers, and search-
ing about a suitable producer for consumer. The overall purpose
of the registry is to match the consumer with one or more Pro-
ducers. This is achieved by that Producers publish information
about themselves, and consumers search through the registry un-
til they find the relevant match and the two communicate directly
with each other. The registry is not responsible for the storage of
database, but only the index of it. Registry selects the producer
that has the reply of consumer’s request from Registry schema.
For example, as in Fig. 4, if the consumer requests data that exists
in P1 Table2 and P3 Table6, Registry firstly sends to P1 because
P1 firstly exists in the schema. If it doesn’t reply, then Registry
sends to P3 in order to send the reply, and so on.

Failover registry is a backup version of all layers in registry. It
acts like registry in the situation of failure of registry. It also has
all the functions of registry. The proposed Grid monitoring is the
only system that has failover registry. Other Grid monitoring sys-
tems like R-GMA has a drawback in single point of failure in the
directory server. However, Ganglia, MDS, or Hawkeye haven’t
any solution for failure.

Consumers can be software agents or users who query the Reg-
istry to find out what type of information is available and locate
the producers that provide such information. The function of con-
sumer is sending request to registry to find data by SQL SELECT
statement in browser interface.

3.3 The Overall System
Our Grid system is divided into Grid domains (GDs). GD con-

sists of application domain (AD), resource domain (RD), client
domain (CD), and Trust Manager (TM). TM’s operations consist
of Trust Locating, Trust Computing, and Trust Updating. This
system was proposed and tested in Ref. [7]. We add another oper-
ation to TM. This operation is Registry to manage the relationship
between producers and consumers.

Every domain can have any number of producers and con-
sumers. But it has one TM with Registry; this makes manage-
ment, and one failover registry node; this makes failure recovery.
The domain can have any number of nodes that is an intersection
with other domains or not.

3.4 The Stages of Proposed Grid Monitoring System
( 1 ) Every producer in every domain sends to registry in Trust

Manager (TM) to register itself;
( 2 ) TM registers all producers and makes backup of every regis-

tration in failover registry that exists in every domain;
( 3 ) Producer Servlet of every domain creates tables and sends

the description of the tables (name of columns) to registry in
TM;

( 4 ) TM sends a copy of this description to failover registry;
( 5 ) Every producer inserts data in the tables (rows);
( 6 ) Consumer sends to registry in TM to register itself. If the

consumer finds registry in TM fails, he/she can send the re-
quest to register to failover registry;

( 7 ) Consumer requests registry about some data as SQL
SELECT statement. For example:
SELECT ∗ FROM customer WHERE age > 20;

( 8 ) Registry (R in TM or failover R) looks up in its data layer
indexes and finds the suitable producer who has requested
data;

( 9 ) Registry sends to this producer to reply to this consumer’s
request;

( 10 ) This producer sends the reply to consumer (transfer data).
After analyzing the stages of the proposed Grid monitoring

system, we observe that there may be overloaded in Registry
if the number of requests is large. We find that message over-
loaded is the only drawback of the proposed system. So Load
Balancing (LB) should be added to the proposed Grid monitor-
ing system to get better performance. It is important in order
to get optimal resource utilization, maximize throughput, mini-
mize response time, and avoid the overload. If we add LB in
the proposed system, we will get the third requirements of Grid
monitoring; performance enhancement.

3.5 Central Manager Load Balancing Algorithm
Central manager algorithm is one type of a static load balanc-

ing [14]. In a static load balancing algorithm, performance of pro-
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Table 1 Comparison between Grid monitoring systems.

MDS2 R-GMA Hawkeye Proposed System

Information Collector Information Provider Producer Module Producer

Aggregate Informa-
tion Server

GIIS (Grid Index In-
formation Service)

None Manager None

Directory Server GIIS Directory Server Manager Registry

Based on GMA Yes Yes No Yes

Failure Detection No No No Yes

Load Balancer No No No Yes

cessors is measured before program execution. The jobs distribu-
tion in the parallel system is performed by Registry. Producers
then will execute the assigned jobs that are assigned by Registry.

In this algorithm, in each step, central processor will choose a
slave processor to be assigned a job. The chosen slave processor
is the processor having the least load [13]. The central processor
is able to gather all slave processors load information, there of the
choosing based on this algorithm are possible to be performed.

The characteristics of Central Manager algorithm are: it has a
fault tolerant, it has more forecasting accuracy, there is no over-
load rejection, it has largely stability, it depends on centralized
mode, it is cooperative, there is no process migration, and it has
less of resource utilization. Most of these characteristics are suit-
able with the proposed Grid monitoring system such as, fault
tolerant, large stability, centralized, cooperative, and less of the
resource utilization. We should make some updates to this al-
gorithm to be suitable to the proposed system. First, there is
overloaded at Registry, so we add one condition to the algorithm.
If TM finds that number of requests at Registry is more than or
equal to 7, then all requests that exceed 7 will be transformed to
failover registry. The amount of work will be divided to Registry
and failover registry. We choose the number of requests =7, be-
cause we have two domains; one with 8 nodes and the other with
7 nodes. So we decide the smallest number of nodes in domain 2
to be suitable with the system. This number is a system example,
so if you work with different number of nodes, you should choose
the smallest number of nodes in all domains. Second, from the
definition of Central Manager algorithm, we don’t have master or
slaves. To execute the algorithm, the proposed system doesn’t de-
pend on master/slaves but it depends on producer/consumer and
main monitoring tool Registry. So the algorithm will be executed
at producers and Registry not at the master and some slaves as
shown in Fig. 5. This flowchart can be executed at Registry or
failover registry. So load balancing will split the loads at Reg-
istry; or failover registry and producers, and make redundancy
in the system. This means the overloaded will be split twice at
Registry and failover Registry. In Fig. 5, TM decides the load of
every producer. If it finds the producer has smallest load, it will
send the request to it. But if it finds the producer hasn’t small
load, the registry will find another producer. Here the codes of
Load balancing (LB) of the system:
Registry LB code:

IF (Number of requests >7) Then goto Failover

Registry.

Failover Registry LB code:

IF(Number of requests >7) Then goto Registry.

Fig. 5 The flowchart of modified central manager algorithm.

Producers LB code:

IF (producer’s load == smallest load)

Then Get request Else goto the next producer

3.6 Comparison between Grid Monitoring Systems
We compare the three types of Grid monitoring systems that

work in the same manner the proposed system works as shown in
Table 1. Firstly, MDS and R-GMA share many similarities since
both of them provide solutions for Grid information system and
driven by basic properties of the Grid environment. They also
based on GMA. A Grid information system should enable a large
number of users to request the information services and share the
information of large-scaled, distributed resources concurrently
and efficiently. MDS addressed this requirement by construct-
ing a hierarchical architecture. R-GMA tackles this problem by
storing the information about the information producers and the
information consumers in a central (can be distributed) repository
and making them visible to each other.

MDS and R-GMA are, however, also quite different from each
other in many aspects. The differences stem from their design pat-
terns, their architectures, and their underlying technologies. MDS
contains an aggregated service component (GIIS) that makes the
construction of a hierarchical architecture much easier. On the
other hand, R-GMA follows a simple, but flat, architecture de-
sign. Although Registry used in R-GMA as the Directory Ser-
vice can be distributed, there are no concrete protocols to spec-
ify how to distribute multiple Registries and what kind of inter-
architecture should be built in these Registries to guarantee con-
sistency [15]. Hence, in most cases there is only one Registry,

c© 2012 Information Processing Society of Japan 370



Journal of Information Processing Vol.20 No.2 366–377 (Apr. 2012)

which indicates the R-GMA system is highly centralized at the
point of the Registry. So, Registry can be a central point of fail-
ure in R-GMA systems. The components of R-GMA are easy to
install. Because the number of nodes in the Grid system always
is very large, the administrations need the system to be an easy
to install and an easy to maintain. If it isn’t easy to install, it will
take a long time to build and also a long time to maintain. How-
ever, MDS is difficult to install. For example, MDS4 needs to
configure the third party monitoring tools.

Secondly, the proposed Grid monitoring system and R-GMA
share many similarities since both of them are based on GMA
with Java Servlet. The Producer in both systems communicates
with a Servlet called Producer Servlet, which registers the table
name and the identity and values of any fixed attributes to the
RDBMS in the Registry. The Registry’s RDBMS holds the in-
formation about the Producers. The differences between them
are that R-GMA has a single point of failure (Directory service).
The proposed Grid monitoring system doesn’t have this problem
because of the existence of failover registry. Secondly, R-GMA
has overloaded at Directory service as described above. The pro-
posed Grid monitoring system doesn’t have this problem because
it integrates with load balancing system. Thirdly, it also is easy
to install the components of the system. To build the system, you
need only four steps as described in Section 4.1.

Thirdly, the architecture of Hawkeye is completely different.
The architecture of Hawkeye comprises four major components:
Pool, Manager, Monitoring Agent, and Module. The components
are organized in a four-level hierarchical structure (Pool, Man-
ager, Monitoring Agent, and Module). The main use case that
Hawkeye was built to address is that of being able to offer warn-
ings (e.g., high CPU load, low disk space, or resource failure).
It also allows for easier software maintenance within a Pool. It
has a Manager as an aggregate information server like MDS. The
components of Hawkeye are easy to install unlike MDS.

4. Evaluation Results

When we work with Grid monitoring system, we found many
problems in the previous work such as difficult to install, database
is not scalable, lack of data flow, loss of control message, or a
single point of failure. We solve most of these problems in the
proposed Grid monitoring system. The first problem is a single
point of failure. This problem is solved by adding failover reg-
istry to recover any failure in Registry. The second problem is
difficult to install. We make the system platform is easy as possi-
ble as discuss in the following subsections. This is an advantage
for the administrations and the developers not for the users. The
third problem is overloaded. This problem is solved by adding
load balancer at Registry to divide the load between Registry and
failover registry. To evaluate the performance of the proposed
Grid monitoring system, we pay more attention to the following
parameters: response time, utilization, and throughput. In the
end, we make a complete comparison between the proposed Grid
monitoring system and the conventional systems.

4.1 Experimental Platform
Our Grid platform consists of as shown in Fig. 6: 1) Hard-

Fig. 6 Experimental platform.

ware Components: Nodes: 5 PCs (Intel Pentium4 2.2 GHz pro-
cessor, Intel RAM 256 MB) and 10 PCs (Intel Atom 1.66 GHz
processor, Intel RAM 2 GB), and Interconnection Network: Gi-
gabit Ethernet 1,000 Mbps. 2) Grid Middleware: Globus Toolkit
4.2.1 (GT4). 3) Software Components: Operating System in all
nodes: Linux Fedora 10, and Tools: Programs written in Java,
Apache Ant for Java- based build tool, and Microsoft SQL server
2008.

The proposed system uses hundreds of databases that exist in
Chiba University. Every producer has tens of databases about
students, staffs, published papers, laboratory contents. The con-
sumer can send any query after entering the system by his user-
name and password. This system depends on trust management
besides monitoring management. Trust management is built for
security and published in Ref. [7]. Grid monitoring management
helps the system for enhancing the performance and recovering
failure. There is transparency in the system. Consumers don’t
know from where the data exist. There is also scalability. Any
node can be added or shrunk from the system.

4.2 Installation Evaluation
The proposed Grid monitoring system is easy to install and to

maintain. This is important for the administrations and the de-
velopers of the system for two cases. Firstly, the recovery time
should be reduced in the case of node failure. Secondly, when
new nodes should be added to the system, they should be easy to
install. The steps to build our Grid system are:
Step 1: Installing Fedora 10
Step 2: Installing Java
Step 3: Installing Apache Ant
Step 4: Installing GT4

Step 4.1: Checking the system
Step 4.2: Building the Toolkit
Step 4.3: Setting up security
Step 4.4: Creating a MyProxy server
Step 4.5: Setting up GridFTP (File Transfer Protocol)
Step 4.6: Starting the web services container
Step 4.7: Configuring RFT (Reliable File Transfer)
Step 4.8: Setting up GRAM4 (Grid Resource Allocation &

Management)
This platform is heterogeneous because it has different hardware.
But the software is homogeneous in all nodes. Every node has
Linux Fedora 10 and Globus Toolkit 4 and programming inter-
face (Java, Ant, and SQL). This platform is easy to install and to
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use. The interface is web based and the user can use it easily.
MDS4 also installs Globus Toolkit 4 but with additional ser-

vices and with configuring third party monitoring tools. For ex-
ample, MDS4 needs to Visualize Index Service with WebMDS. It
also deploys the Trigger Service to notify interested parties about
certain configured changes in the status of the resources that an
Index Service is monitoring. After Registering a WSRF service
to an Index Service, MDS4 registers any Grid resource via Infor-
mation Providers. Therefore, MDS4 is not easy to install. It has
many components to install. It needs strong administration skills
to install/maintain. The steps to build MDS4 [3] are:
Step 1: Installing Linux
Step 2: Installing Java
Step 3: Installing Apache Ant
Step 4: Install SSLeay
Step 5: Install OpenLDAP
Step 6: Installing the Network Time Protocol (NTP)
Step 7: Installing GT4 (Using globus-setup for MDS)

Step 7.1: Checking the system
Step 7.2: Building the Toolkit
Step 7.3: Managing the Configuration Files
Step 7.4: Setting up security
Step 7.5: Creating a MyProxy server
Step 7.6: Setting up GridFTP (File Transfer Protocol)
Step 7.7: Starting the webservices container
Step 7.8: Configuring RFT (Reliable File Transfer)
Step 7.9: Syntax of the interface

Step 7.9.1: Configuring the Aggregator Sources
Step 7.9.2: Configuring the Aggregator Sink

Step 7.10: Development Logging in Java WS Core
Step 7.10.1: Configuring server side developer logs
Step 7.10.2: Configuring client side developer logs

Step 8: Setting up the sources of information about:
- Hawkeye
- Ganglia
- WS GRAM
- Reliable File Transfer Service (RFT)
- Community Authorization Service (CAS)

4.3 Domains Structure in the Experimental
The system consists of two domains (Domain1 and Domain2).

Domain1 consists of 8 nodes: G1, G2, G3, G4, G5, G6, G7, and
G8. Domain2 consists of 7 nodes: G1, G2, G3, G4, G5, G6 and
G7. Trust Manager (TM) with registry (R1) of Domain1 is ex-
isted in G1 and there is back up version called failover registry
existed in G8. In Domain2, Trust Manger (TM) with registry
(R2) is existed in G1 and there is back up version called failover
registry existed in G6. We have two nodes that exist in the two
domains; G5 and G7. In the system, always every node is called
with its domain name such as G5: Domain2 or G5:Domain1.

Failover registry is an important tool to recover the failure. For
example in Domain2, if G1:Domain2 failed, the request will go
to G6:Domain2 (failover Registry), and it works all functions of
Registry. The algorithm will be:

IF (G1:Domain2 == Fail) THEN Goto (G6:Domain2) ELSE
Get the request from consumer.

Fig. 7 Response time of proposed Grid monitoring system.

Finally, failover registry has two functions. One is failure re-
covery of main Registry in every domain. The other is distribut-
ing the query load when Registry has more queries in the same
time as discussed in Section 4.

4.4 Response Time (RT)
Response time is the average amount of time from the point

a consumer sends out a request until the consumer gets the re-
sponse. We measure response time depending on message size
with the fixed number of requests; 15 requests. We measure re-
sponse time twice; one without load balancing (i.e., there may be
overloaded) and one with load balancing. The result is shown in
Fig. 7.

In case of no load balancing in the system, the result means
that when the message size is less than or equal 512 KB, response
time is small and increases very simply. But when the message
size is more than 512 KB, response time is big and increases very
largely. So the performance is always good when the message
size is less than or equal 512 KB. Low response time is consid-
ered better than high response time. In case of load balancing
system, we note that the results are less than of no loading bal-
ancing system. This is because the loads of tasks on Registry are
divided and the queries are served by Registry and failover reg-
istry. So in the same time, many consumers can get the replies
and the response time is reduced.

All results that are less than or equal to 512 KB are slightly less
than the results of no load balancing. But when the message size
is more than 512 KB, response time is largely less than of that
without load balancing. So the result of using load balancing is
better than that of no load balancing; especially when message
size is more than 512 KB.

4.5 Utilization
Utilization is the ratio of time a system is busy (i.e., working for

us); divided by the time it is available. Utilization is a useful mea-
sure in evaluating performance. To get the optimal resource uti-
lization, all the system needs to be always busy; 100% run. Some
nodes shouldn’t be busy and the other nodes are idle. For all
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Fig. 8 Utilization of proposed Grid monitoring system.

the results discussed here, the number of requests is 15 requests.
The utilization of producers is measured over time slice; every 60
seconds as shown in Fig. 8. We measure utilization twice; one
without load balancing (i.e., there may be overloaded) and one
with load balancing.

In case of no load balancing in the system, the utilization is
an interval from 10 to 31%. In the beginning of executing con-
sumers’ requests, Registry only works as monitoring tool. So the
system becomes busy slightly. Registry takes one request, finds
the suitable producer, and sends to it to transfer data to consumer
and so on. So the utilization is increased when the number of
requests is increased.

In case of load balancing system, the utilization is an inter-
val from 10 to 50%. In the beginning of executing consumers’
requests, Registry and failover registry work as monitoring tools.
The requests will be executed faster so the utilization is increased.
High utilization is considered better than low utilization.

In the summary, when the system works with LB, all requests
will be worked in the same time; in parallelism, so the system
will be always busy through time and utilization is increased.
When the system works without LB, there may be overloaded
and through the time, all these requests can’t be replied.

4.6 Throughput
Throughput is the amount of data transferred in one direction

over a link divided by the time taken to transfer it, usually ex-
pressed in bits or bytes per second. People are often concerned
about measuring the maximum data throughput rate of a commu-
nications link. A typical method of performing a measurement is
to transfer a large file and measure the time taken to do so. The
throughput is then calculated by dividing the file size by the time
to get the throughput in megabits, kilobits, or bits per second. We
measure the throughput as a function of data (message size) in
Mega Bytes Per Second (MBPS) as shown in Fig. 9.

In case of no load balancing in the system, the total informa-
tion that flows over a given time is not high. When message size is
less than or equal 512 KB, the throughput is increased. But when
message size is more than 512 KB, the throughput is decreased,
so it is bad.

In case of load balancing system, we note that the results are
higher than of no loading balancing system, and it is good. High

Fig. 9 Throughput of proposed Grid monitoring system.

throughput means highly data flow. This is because the loaded
on Registry is split into Registry and failover registry. So in the
same time, many consumers can get the replies. For example, one
consumer can send many requests and all served by Registry and
failover registry. So the transferred data will be high more than
of no load balancing. When message size is less than or equal
512 KB, the throughput is also increased. But when message size
is more than 512 KB, the throughput is also decreased. So we
recommended using message size with less than 512 KB when
working with the proposed Grid monitoring system to get high
performance.

In the summary, when the system works with LB, all requests
will be worked in the same time; in parallelism, so the transfer
of data will be increased. When the system works without LB,
there may be overloaded and not all requests are reserved so the
transfer of data will be decreased.

4.7 Comparison with Previous Work of Grid Monitoring
Besides the performance study of MDS, R-GMA, and Hawk-

eye that exist in Ref. [15], we also make a comparison between
them and the proposed Grid monitoring system. The comparison
is based on their architectures, technologies, and performance.
The comparison depends on the scalability of Directory Server
with respect to the number of concurrent users. In particular, we
compare the performance of the MDS GIIS, the R-GMA Direc-
tory server, Hawkeye Manager, and Proposed system Registry.

Since we could employ at most fifteen machines, it was too
impossible for us to actually implement hundreds of users. In-
stead, we used multiple user processes running on each machine.
For example, to simulate the traffic generated by 300 users in the
real world, we ran 20 traffic-generating processes on each of the
fifteen machines. Figures 10, 11, and 12 show the performance
results of the four systems.

The response time of MDS2, R-GMA, Hawkeye, and proposed
Grid monitoring system are shown in Fig. 10. The response times
of four systems are the same when the number of the users is 1
and 10. This causes because the number of users is less than the
number of nodes in the system. The response time of Hawkeye
and proposed system is the same until 300 users. The results show
that R-GMA introduces the highest response time. The highly in
response time may be due to the flow of data at the directory
server. The results also show that MDS2 introduces the smallest
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Fig. 10 Response time of four Grid monitoring systems.

Fig. 11 Utilization of four Grid monitoring systems.

response time. The response time remains relatively small (less
than 6 seconds) even as the number of users increases (up to 600).
So, MDS2 is the best in the response time.

Our analysis shows that the response time of MDS2, R-GMA,
Hawkeye, and proposed system is increased when the number of
users is increased. Low response time is considered better than
highly response time. So, MDS2 is the best, and the proposed
Grid monitoring system follows it. In the proposed Grid mon-
itoring system, the response time remains small (less than 11.5
seconds) even as the number of users increases (up to 600). R-
GMA is the worst in the response time (65 sec at 600 users).

The utilization of MDS2, R-GMA, Hawkeye, and proposed
Grid monitoring system are shown in Fig. 11. After 10 users, the
utilization on R-GMA rapidly increases, reaching the maximum
average of 58% at about 50 users and 100 users. At 200, 300, 400,
and 500 users, the utilization of R-GMA becomes stable (56%).
At 500 users, the utilization begins to decrease gradually. We be-
lieve this occurs because the flow of queries between consumers
(users) and producers becomes high after 15 users.

The utilization of the proposed Grid monitoring system equals
the utilization of MDS2 at 1 user, 10 users, 300 users, and 400
users. The utilization on the proposed Grid monitoring system
rapidly increases, reaching the maximum average of 48% at about
400 users. At 500 and 600 users, the utilization begins to decrease
gradually. This occurs because the load balancing disturbs the re-
quests from consumers twice; one at Registry and the other at

Fig. 12 Throughput of four Grid monitoring systems.

producers. When the number of users is increased, the utiliza-
tion is increased until it reaches 400 users. This is the capacity of
load balancing system. So if the number of users is exceeded 400
users, the utilization will be decreased.

The utilization of MDS2 is increased as the number of users
is also increased. The utilization of Hawkeye is increased until
the number of users is 300. At 300, and 400 users, the utilization
of Hawkeye becomes stable (48%). At 500 users, the utilization
begins to decrease gradually as the proposed Grid monitoring sys-
tem.

The throughput of MDS2, R-GMA, Hawkeye, and proposed
Grid monitoring system are shown in Fig. 12. For MDS, the
throughput goes up until the number of users is 500 users. After
this, the throughput becomes stable. The throughput of R-GMA
is increased until the number of users is 100. And it becomes
stable after 200 users. For Hawkeye, the throughput is increased
until 200 users. At 300 users, the throughput begins to decrease
gradually. The throughput of the proposed Grid monitoring sys-
tem is increased until 300 users. After this, the throughput be-
comes stable. This may be due to the fact that the proposed sys-
tem is based on Java, so must spawn additional threads to handle
the user queries. The R-GMA presents the lowest throughput and
MDS2 presents the highest throughput.

4.8 Summary of the Evaluation Comparison
After the evaluation of the four Grid monitoring systems, we

should make a complete comparison between them. A complete
evaluation comparison is shown in Table 2. MDS2 consists of
information provider as information collector, GIIS as directory
server, and GRIS as information server. It is based on Grid Moni-
toring Architecture (GMA). It has some problems such as, single
point of failure, and the system organization. MDS is combina-
tion of many systems, difficult to install, and frequency of update
is high. The results for MDS2 have a good performance when
compared with the other systems. It presents a good scalability
with respect to the number of users. It has the lowest response
time and the highest throughput. Because MDS2 has a hierarchi-
cal structure, it supports the dynamic cleaning of dead resources
by using a soft-state protocol. In the response time evaluation,
it introduces the smallest response time over all the numbers of
users. This means that MDS2 can work with large number of
users with small response time. In the utilization evaluation, the
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Table 2 Evaluation results of the four Grid monitoring systems.

MDS2 R-GMA Hawkeye Proposed System

Installation easiness Difficult Easy Easy Easy

The ratio of Response
Time to MDS2

1 9.5 2.4 1.8

The ratio of Utilization
to MDS2

1 1.4 1 0.9

The ratio of Through-
put to MDS2

1 10.4 2.2 3.1

utilization is increased when the number of users is increased. It
can work with more than 600 users with high utilization. In the
throughput evaluation, the throughput is highly increased until the
number of users is 300. After 300 users, it is slightly increased.

Hawkeye consists of module as information collector, manager
as directory server, and agent as information server. It has some
problems such as, single point of failure, and loss of control mes-
sage. In general, the Hawkeye Agent scaled well with increasing
numbers of users. The main cost was communication, when a
client connects to the Agent, a new connection must be estab-
lished because Hawkeye does not allow socket caching from pre-
vious queries. Hawkeye has stable load due to the fact that the
Agent is single threaded, so no matter how many concurrent users
query the Agent, only one can successfully connect to the Agent
at a time. In the response time evaluation, it introduces small
response time until number of users is 400. After 400 users, it
largely increased and the difference between it and MDS2 became
high. In the utilization evaluation, the utilization is increased until
the number of users is 400. After 400 users, the utilization is de-
creased. In the throughput evaluation, the throughput is increased
until the number of users is 200. After 200 users, the throughput
is decreased. From all the evaluation results, the number of users
that is suitable to Hawkeye is 200 users. The ratio of Hawkeye to
MDS2 in the response time, utilization, and throughput are 2.4,
1, and 2.2 times, respectively.

R-GMA consists of producer as information collector, direc-
tory server, producer servlet as information server, and consumer.
It has some problems such as, flow of data, loss of control mes-
sage, and single point of failure. The results for R-GMA have
poor performance when compared with the other systems. In all
evaluation results, it presents a bad scalability with respect to the
number of users. It has the highest response time, the highest uti-
lization and the lowest throughput. The main cause is the query
preparation and sending. To retrieve data from each Producer,
the client-side sends a new connection request to the Producer,
which then builds a new database connection to query the data
from that Producer. Creating a new database connection to query
each Producer is an expensive operation, especially when a large
number of connections exist. The ratio of R-GMA to MDS2 in
the response time, utilization, and throughput are 9.5, 1.4, and
10.4 times, respectively.

In summary, the proposed Grid monitoring system introduces a
good performance. It is closed to MDS2 in the performance eval-
uations, such as system utilization and response time. It has a low
response time, and a high utilization. Only MDS2 is better than
it. The difference of response time between it and MDS2 is very
small until 400 users. After 400 users, the difference becomes

slightly big but still small. The difference of utilization between
it and MDS2 is tiny small until 400 users. After 400 users, the
utilization of it is decreased and that of MDS2 is increased. The
throughput is increased until 400 users, and after 400 users, it is
constant. This may be due to the fact that the proposed system is
based on Java, so must spawn additional threads to handle the user
queries. To get high performance, the number of users should be
less than 400. Of course if the number of nodes in the system
increased, the system can serve more than 400 users. The ratio of
the proposed system to MDS2 in the response time, utilization,
and throughput are 1.8, 0.9, and 3.1 times, respectively.

5. Comparison with Previous Work of Load
Balancing

We compare the four types of load balancing algorithms which
are integrated with the proposed Grid monitoring system. These
four algorithms are: Round Robin algorithm, Randomized algo-
rithm, Modified Central Manager algorithm, and Threshold algo-
rithm. The performance of them evaluate by measuring response
time and throughput as shown in Figs. 13 and 14.

Firstly, we measure response time as a function of the number
of users as shown in Fig. 13. When the number of users is one,
all algorithms show the same response time. This is because the
system is not worked in parallel. When the number of users is 10,
the difference between response times from the four algorithms is
slightly small. This is because the number of users is less than the
number of nodes in the system. In the remaining results, Random-
ized algorithm introduces the biggest response time and Central
Manager algorithm gives the smallest response time. So Cen-
tral Manager algorithm is also the best algorithm. Threshold and
Round Robin algorithms give mediate results. We observe that
the response time in all four algorithms until 300 users is small.
When the number of users is more than 300, the response time, in
all algorithms, is largely increased; especially in Randomized and
Round Robin algorithms. If the number of nodes in the system is
increased, the system can serve many numbers of users. So we
recommended working in this proposed system with the number
of users less than 300.

Secondly, we measure the throughput as a function of the num-
ber of users as shown in Fig. 14. When the number of users is
one, all algorithms show the same throughput. This is because
the system is not worked in parallel. When the number of users
is 10, Central Manager and Threshold algorithms give the same
result, and Randomized and Round Robin give the same through-
put. In Central Manager algorithm, throughput is increased with
the number of users until 300 users. It is constant after 300 users.
In Threshold algorithm, throughput is increased with the num-
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Fig. 13 Response Time for 4 load balancing algorithms.

Fig. 14 Throughput for 4 load balancing algorithms.

ber of users until 400 users. It is decreased after 400 users. In
Round Robin algorithm, throughput is increased with the number
of users until 400 users. It is decreased after 400 users. In Ran-
domized algorithm, throughput is increased with number of users
until 300 users. It is decreased after 400 users. These show the
capacity of each algorithm in the number of users. In the sum-
mary, Random and Round Robin algorithms have some proper-
ties such as, forecasting accuracy, stability, decentralized system,
less resource utilization, and static algorithm. Threshold algo-
rithm is different from them in that it has cooperative system.
The modified Central Manager algorithm is the best in the eval-
uation. The most characteristic is that it has fault tolerance. It
also has other characteristics such as, no overload rejection, more
forecasting accuracy, etc. The performance of the four types of
static load balancing is evaluated by measuring the response time,
and throughput. Modified Central Manager algorithm is the best.
It has introduced good performance. Randomized algorithm has
introduced bad results.

6. Conclusions and Future Work

The monitoring system in a distributed system is a new topic.
Previous works over monitoring system are interested in cluster
computing, network, or P2P systems. In Grid systems, most the
monitoring system is under development and isn’t executed in
real projects. In the proposed Grid monitoring system, we fo-
cus in the system management by controlling the relationship be-
tween the producers, consumers, and registry, and its fault tol-
erance by adding failover registry in every domain. The over-

loaded is a big problem in the system, so load balancing should
be added. The performance of the proposed Grid monitoring sys-
tem is evaluated twice by measuring the response time, utiliza-
tion, and throughput depending on message size of query. The
proposed system with load balancing is better than that of with-
out load balancing in all results. We have made a comparison
between the proposed Grid monitoring system and other three
monitoring systems depending on the number of users; MDS2,
R-GMA, and Hawkeye. MDS2 is the best in the performance
evaluation, and the proposed system is the second best. Hawk-
eye introduces mediated results, and R-GMA is the worst in the
most results. We also compare the four types of load balancing
algorithms. The modified Central Manager algorithm successes
in reducing response time and increasing throughput.

The proposed Grid monitoring system solved three problems
of the previous Grid monitoring systems. For future work, we
should solve the remaining problems of the previous monitoring
systems such as loss of control message, heavy network if there
are big numbers of nodes, and poor front-end.
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