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Abstract: The Controller Area Network (CAN) is widely employed in automotive control system networks. In the
last few years, the amount of data has been increasing rapidly in these networks. With the purpose of improving CAN
bandwidth efficiency, scheduling and analysis are considered to be particularly important. As an effective method,
it has been known that assigning offsets to the CAN messages can reduce their worst case response time (WCRT).
Meanwhile, the fact is that many commercial CAN controllers have been equipped with a priority or first-in-first-out
(FIFO) queue to transmit messages to the CAN bus. However, previous researches for WCRT analysis of CAN mes-
sages either assumed a priority queue or did not consider the offset. For this reason, in this paper we propose a WCRT
analysis method for CAN messages with assigned offset in the FIFO queue. We first present a critical instant theorem,
then we propose two algorithms for WCRT calculation based on the given theorem. Experimental results on generated
message sets and a real message set have validated the effectiveness of the proposed algorithms.
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1. Introduction

In recent years, the electronic control systems of automobiles
have become much more sophisticated and complex. A mod-
ern automobile may have as many as 70 electronic control units
(ECUs) for various subsystems. Although some of these form
independent subsystems, others are connected by the in-vehicle
network, and communications among them are essential. The
controller area network (CAN) is a widely used in-vehicle com-
munication bus in modern automobiles.

Through an automobile communications network, many in-
tegrated services such as electronic stability control, pre-crash
safety, etc., can be achieved by cooperation of the ECUs. How-
ever, number of messages and bus load of network has increased
drastically. Because of real-time and safety requirements of
automobiles, scheduling methods that make sure all messages
could meet their deadlines are particularly important According
to scheduling theory, a message set is schedulable only when the
worst case response time (WCRT) of any message is below or
equal to its deadline. For this purpose, WCRT analysis for CAN
messages plays a crucial role in the design of electronic control
systems of automobiles.

In previous work, most of the studies focus on the WCRT
analysis based on the system using a priority queue. However,
many commercial micro controller units (MCU) equipped with
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CAN controller also provide the first-in first-out (FIFO) queue
to transmit message (e.g., the M16C/50 series MCU from Rene-
sas [2]). Because the FIFO queue has faster queue management,
using FIFO queue in CAN system can seem an attractive solu-
tion to improve the performance of the system [3]. To the best of
our knowledge, only one published research discussed the WCRT
analysis method of FIFO queued CAN message [4]. However, the
study of Ref. [4] did not consider the messages with assigned off-
sets, so that the method can not analyze messages with offsets in
a FIFO queue. For this reason, we propose the WCRT analysis
method for the FIFO-based offset assigned CAN messages.

In this paper, we first present a critical instant theorem to lo-
cate the worst case of a given message. Then, based on the the-
orem we propose two algorithms for calculating the WCRT of
messages in FIFO-based offset assigned CAN systems. Specifi-
cally, we propose an exact algorithm for accurate calculation of
the WCRT, and an approximate algorithm for rapid estimation
of the WCRT. The exact algorithm demands high computational
complexity, which is suitable for evaluation of the approximate
algorithm or for calculations in small systems. In contrast, the
approximate could estimate the WCRT with limited errors and
low computational complexity. And it is expected to be useful
in large systems. We prove that the exact algorithm is accurate
and the approximate algorithm is sufficiently safe for the WCRT
analysis. Furthermore, we conducted experiments to validate the
above two algorithms by using generated message sets and a real
message set from an automaker.

The rest of this paper is organized as follows. Section 2 de-
scribes the terminology, notation and system models used in this
paper. Section 3 includes a brief review of related work. Sec-
tion 4 gives the critical instant theorem. Section 5 presents the
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algorithms for the WCRT calculation. Section 6 shows the exper-
iments and results. The extension with consideration of jitter is
explained in Section 7, followed by a summary in Section 8. An
appendix is attached at the end of this paper.

2. System Model, Terminology and Notation

2.1 The Controller Area Network
The Controller Area Network (CAN) is a serial broadcast bus

that sends and receives short real-time control messages [1]. The
CAN bus is designed to connect several stations and to operate at
a maximum speed of 1 Mbit/sec. A simple CAN bus architecture
is shown in Fig. 1.

Each CAN message is required to have a unique identifier (ID),
which is either 11 bits (standard format) or 29 bits (extended for-
mat). When a CAN controller attempts to transmit a message, it
has to wait until an idle bus period is detected. However, if two
or more stations start to transmit at the same time, arbitration is
triggered and the ID will be used as a priority flag to determine
which message will be transmitted first among those contending
for the bus. A message with a smaller ID will have higher priority
as the CAN protocol.

Messages are queued in the stations before being transmitted
to the CAN bus. The queue is memory implemented as dual ports
and shared between the host processor and the CAN controller.
An example is given in Fig. 2. In this example, the host pro-

Fig. 1 CAN bus architecture.

(a) Priority queue

(b) FIFO queue

Fig. 2 Message queuing.

cessor queues the ID:1 message to the queue, where ID:2 and
ID:3 messages already exist. As can be seen, after queuing the
ID:1 message, while the CAN controller using the priority queue
will attempt to transmit the highest-priority message (ID:1) to the
CAN bus first, the CAN controller using the FIFO queue will at-
tempt to transmit the first queued message (ID:2) to the CAN bus
first.

2.2 Basic Definitions in the CAN System
In this paper, the system for analysis is denoted by Θ that con-

sists of a CAN bus and multiple CAN stations. Each station of
Θ is denoted as UI , where I ∈ Z+. Z denotes the set of all in-
tegers and Z+ is the set of all positive integers (i.e., 1, 2, 3...).
Because message transmission is synchronized in same station
but asynchronous in different stations, we assume that the phase
φI (φI ≥ 0) occurs between the start time of the network and
that of the station UI . Since each station can be started at any
instant after the network is initialized, UI can have any φI . For
convenience of analysis, we assume that the network has a global
system clock and time 0 is defined as the instant when the CAN
bus is ready to transmit messages.

For each UI , it is assumed that at least one message is transmit-
ted. A message is denoted as τi, where i ∈ Z+. The properties of
τi consist of fixed priority Pi, transmission time on the CAN bus
Ci *1, period Ti and offset Oi. The value of Pi is equal to the ID
of τi, and τi has a higher priority than τ j if Pi < Pj. Since each
CAN message has a unique ID in the network, for two messages
τi, τ j (i � j), Pi � Pj holds.

In this paper, all messages are defined as periodic messages
and reoccur infinitely. A frame is defined as each occurrence of
a message. The frames of τi are τi,0, τi,1, ... Define arrival and
start are the instants of network time when a frame is requested to
transmit, and starts to be transmitted from the queue to the CAN
bus, respectively. Arrival and start of τi,m are denoted as ai,m and
si,m. Oi thus is the interval between φI and ai,0 (i.e., the arrival
of the first frame of τi). Ti is the interval between ai,m and ai,m+1.
Figure 3 is an example showing each property of a message τi.

The WCRT of any frame τi,m is the worst-case delay that τi,m

may experience between arrival and complete transmission. De-
note the WCRT of τi,m as Ri,m. The maximum Ri,m is thus the
WCRT of τi, denoted as Ri. Each τi is assigned a deadline Di,
which is the longest delay allowed for each frame τi,m. We as-
sume that Di ≤ Ti holds for each message τi. Message τi is
schedulable if Ri ≤ Di.

2.3 Assumptions
To simplify the analysis, it is assumed that there is no jitter on

the arrivals of the messages (The extension with consideration of
jitter is explained in Section 7). For the same purpose, all stations
of the system are assumed to use FIFO to queue frames. Note
that a system consisting of stations with FIFO or priority queue
can be analyzed by extending our proposed method.

Also, it is assumed that in the FIFO queue the earlier a frame
arrives, the earlier the frame can attempt to be transmitted to the

*1 Ci can be calculated by considering the number of data bytes and bit-
stuffing [8].
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Fig. 3 Properties of message τi.

Fig. 4 Effects of the earlier queued frame.

CAN bus. However, if messages of the same station arrive at
the same instant, it is assumed that the higher-priority message is
queued earlier.

3. Related Work

Tindell et al showed how research about fixed priority schedul-
ing for a single processor system could be adapted and applied
to the scheduling of messages in CAN [5], [6]. They provided a
method for calculating the WCRT of each message on the net-
work. This research had significant flaws, which were found and
corrected by Davis et al. in Refs. [7] and [8].

According to these studies, it was known that the message with
low priority may be delayed by the high priority one, and this
will become worse with the increase of bus load. To relieve this
problem, (i.e., reduce the WCRT of low priority message), as-
signing offset to CAN messages has been proposed in Ref. [9].
Szakaly, Iiyama, as well as Du et al. independently provided
WCRT calculation methods based on the priority queue assump-
tion [10], [11], [13]. Their results showed that assigning offset to
messages can reduce WCRT by 40%.

Note that all above studies assumed a priority queue for mes-
sage transmission. Because the FIFO queue may introduce signif-
icant priority inversion comparing with the priority queue, these
previous methods cannot work for CAN messages using the FIFO
queue. To solve this problem, Davis et al proposed a WCRT anal-
ysis method for CAN message using the FIFO queue [4]. How-
ever, because the study of Ref. [4] did not consider messages with
assigned offset, their method cannot analyze messages with off-
set. For this reason, this paper proposes WCRT analysis and cal-
culation methods for messages with assigned offsets in a FIFO
queue.

4. Proposed WCRT Analysis Method

According to the previous research, calculating the WCRT for
a message can be achieved by the following two steps:
( 1 ) Locate the worst case of the message.
( 2 ) Calculate the response time of the message in its worst case.

In Refs. [7] and [8], the term of critical instant was employed

to locate the worst case. It is defined as the instant at which a
message arrival will have the largest response time. However, the
FIFO-based and offset assigned system is too complex to be ana-
lyzed by the former critical instant definition. To solve this prob-
lem, we give a redefined critical instant first. Then we present
a critical instant theorem to locate the worst case for the FIFO
queued message.

4.1 The Definitions of Critical Instant and Critical Instant
Candidate

For the purpose of analysis, we define the following terms:
Effect Effect describes the delay of a frame, which is related

with the earlier queued frame in the same station.

Assume two frames τi,m, τ j,n ∈ UI , and τi,m is queued earlier
than τ j,n. Then, τi,m affects τ j,n if one of the following conditions
holds:
( 1 ) The instant, at which τi,m is completely transmitted, is later

than a j,n.
( 2 ) A busy period (see A.1 of appendix) β j−1 continually occu-

pies the CAN bus after τi,m is completely transmitted, and
the finish of β j−1 is later than a j,n.

The above two conditions are illustrated in Fig. 4.
Successive Frame Sequence Assume two frames τi,m, τ j,n ∈
UI, and τi,m is queued earlier than τ j,n. If no other frame in UI is

queued between τi,m and τ j,n, then τ j,n is the successive frame of

τi,m.

Because queuing order is important for analysis, we denote a
successive frame sequence as Γ0, Γ1, ..., Γn, which are sorted by
the queued order.
Successive Affect Frame Sequence In successive frames Γi,

Γi+1, ..., Γi+m, if Γi affects Γi+1, Γi+1 affects Γi+2, ..., Γi+m−1 affects

Γi+m, then Γi, Γi+1, ...,Γi+m is the Γi successive affect frame se-

quence.

The Γi successive affect frame sequence is denoted as ΓAi-seq.
Any frame Γi+m in ΓAi-seq is denoted by ΓA(i,m). Also, PA(i,m),
CA(i,m), aA(i,m), sA(i,m) and RA(i,m) denote the priority, transmission
time on the CAN bus, arrival, start, and worst-case response time
of ΓA(i,m), respectively. In addition, the level PA(i,m) busy period
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Table 1 A message set example.

UI τi Pi Ti Ci Oi

U1 τ8 P8 8 1 0
U2 τ5 P5 8 1 0
U2 τ6 P6 8 1 4
U2 τ2 P2 8 1 5
U3 τ4 P4 8 1 0
U3 τ1 P1 8 1 4
U4 τ7 P7 8 1 0
U4 τ3 P3 8 1 1

Fig. 5 An example of a critical instant candidate.

is denoted as βA(i,m), thus frame ΓA(i,m) that arrives in βA(i,m)−1 can
only access the CAN bus after the finish of βA(i,m)−1.
Critical Instant The critical instant of ΓA(i,m) is defined as the

instant at which the arrival of ΓA(i,0) will lead to the largest re-

sponse time of ΓA(i,m).

Note that this definition differs from the previous one in two
ways. First, the critical instant is for a frame but not a message.
Second, the frame is involved in a successive affect frame se-
quence. However, in the offset assigned system, it is difficult to
find the critical instant of ΓA(i,m) directly. Therefore, to locate the
critical instant of ΓA(i,m), we give the following definition.
Critical Instant Candidates (CICs) of ΓA(i,m) Assume ΓA(i,l0)

is the lowest-priority frame queued between ΓA(i,0) and ΓA(i,m).

The CICs of ΓA(i,m) are defined as the instants that match the

following conditions:

( 1 ) ΓA(i,0), which is the first frame in ΓAi-seq, arrives simultane-

ously with any one of the frames belonging to the other sta-

tions with a priority higher than ΓA(i,l0).

( 2 ) A frame with a priority lower than ΓA(i,0), belonging to the

other stations and having the largest transmission time, oc-

cupies the CAN bus just before the arrival of ΓA(i,0).

We give an example of the CICs. Assume a system consists
of 4 stations and 8 messages, whose information is shown in Ta-
ble 1. Focus on the WCRT analysis of the frame τ3,0 in U4. Since
τ7,0 is first queued before τ3,0 in the U4, τ7,0 and τ3,0 are the suc-
cessive affect frame sequence, which can be represented by ΓA(0,0)

and ΓA(0,1), respectively. In particular, the τ7,0 can also be repre-
sented by ΓA(i,l0) because it is the lowest-priority frame. From
the definition above it is clear that τ3,0 has 6 CICs which meet
the following conditions on arrival time: (a5,0 = a4,0 = a7,0),
(a6,0 = a4,0 = a7,0), (a2,0 = a4,0 = a7,0), (a5,0 = a1,0 = a7,0),
(a6,0 = a1,0 = a7,0), (a2,0 = a1,0 = a7,0), respectively. As a con-
crete example, one of the CICs is depicted in Fig. 5. The exam-
ple corresponds to the above condition (a5,0 = a4,0 = a7,0), which

means that τ5,0, τ4,0, τ7,0 arrive simultaneously at network time
0. Note that τ8,0 is the frame that meets the second condition of
CICs definition, thus it is assumed to occupy the CAN bus just
before the network time 0.

4.2 The Critical Instant Theorem
It is important to guarantee that the maximum response time of

ΓA(i,m) always exists in its CICs. To this end, we give the critical
instant theorem and prove it as follows.
Theorem 1. The critical instant of ΓA(i,m) occurs at one of the

CICs of ΓA(i,m).

Proof. The proof is achieved by following steps:
( 1 ) Assume S 1 is any situation. S 2 is a variation of S 1, in which

frames of UI match the CICs condition. S 3 is a variation of
S 2, in which frames of UJ (J � I) match the CICs condi-
tion also. S 4 is a variation of S 3, in which frames of all the
stations match the CICs condition.

( 2 ) We prove that S 2 can always be found, in which response
time of ΓA(i,m) is larger than or equal to it in S 1. Then, S 3

can always be found, in which response time of ΓA(i,m) is
larger than or equal to it in S 2. Finally, S 4 can always be
found too, in which response time of ΓA(i,m) is larger than or
equal to it in S 3.

( 3 ) Because all S 4 are included in the CICs of ΓA(i,m) and re-
sponse time of ΓA(i,m) is large than or equal to it in S 1, the
critical instant of ΓA(i,m) occurs at one of the CICs of ΓA(i,m).

In detail, we assume that frames of ΓAi-seq belong to UI , and
there is any situation S 1, in which ΓA(i,0) arrives at t1, and ΓA(i,m)

finishes at te as shown in Fig. 6. Also, assume that t0 is the last
instant before aA(i,0) at which no frame with a priority higher
than ΓA(i,l0) is transmitted on the CAN bus. Meanwhile, ΓA(i,l0)

is the lowest-priority frame between ΓA(i,0) and ΓA(i,m). Because
no frame is transmitted at network time 0, network time 0 meets
the assumption of t0. In other words, t0 always exists.

Because the interval, from t0 to the instant when ΓA(i,l0) starts to
be transmitted, is occupied by frames with priorities higher than
ΓA(i,l0), this interval is busy period βA(i,l0)−1. Again, search the
lowest-priority frame ΓA(i,l1), which is queued between ΓA(i,l0) and
ΓA(i,m). Then, the interval, from the instant when ΓA(i,l0) is com-
pletely transmitted to the instant when ΓA(i,l1) starts to be trans-
mitted, is the busy period βA(i,l1)−1. Continue this searching un-
til ΓA(i,m) becomes the lowest-priority frame after ΓA(i,ln−1). Let
ΓA(i,ln) be equal to ΓA(i,m), the interval [t0, te] can be described by
βA(i,l0)−1, ..., βA(i,ln)−1, and ΓA(i,l0), ..., ΓA(i,ln), as shown in Fig. 6.

Assume that UI starts earlier in situation S 2, so that ΓA(i,0) ar-
rives at t0, as shown in Fig. 7. The arrivals of frames in other
stations do not change. Comparing with S 1, the length of each
busy period in [t0, te] does not change in S 2. Hence ΓA(i,ln) still
finishes transmission at te. However, since t0 ≤ t1, the arrivals
of frames ΓA(i,0), ..., ΓA(i,m) in S 2 are earlier than or equal to that
in S 1. Thus, the response time of ΓA(i,ln) in S 2 is longer than or
equal to that in S 1.

Assume that t2 is an instant at which a frame of UJ (J � I) first
arrives after t0 in S 2 as shown in the S 2 of Fig. 8. Also assume
that the frame of UJ first arrives at t0 in situation S 3, as shown in
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Fig. 6 Situation S 1.

Fig. 7 From situation S 1 to S 2.

Fig. 8 From situation S 2 to S 3.

the S 3 of Fig. 8. The following changes occur from S 2 to S 3:
( 1 ) Since PA(i,l0) ≥ PA(i,l1) ... ≥ PA(i,ln), for each βA(i,lx)−1, the

frames included in βA(i,lx)−1 in S 2 still exist in βA(i,lx)−1 or
βA(i,lx−1)−1 in S 3. Thus, no matter what the situation is, the
sum of the lengths of all βA(i,lx)−1 does not change with these
included frames. ΓA(i,m) (i.e., ΓA(i,ln)) will still finish trans-
mission at te.

( 2 ) The frames of UJ , which arrive after ΓA(i,lx−1) with a prior-
ity lower than PA(i,lx) but higher than PA(i,lx−1), do not exist in
any busy period in S 2, but may exist in βA(i,lx−1)−1 in S 3. For
example, as shown in Fig. 8, the frame of UJ , which arrive
after ΓA(i,l1) with a priority lower than ΓA(i,l2) but higher than
ΓA(i,l1), does not exist in any busy period in S 2, but exist in
the βA(i,l1)−1 in S 3. For this reason, the sum of the lengths of
all βA(i,lx)−1 in S 3 may be larger than that in S 2. ΓA(i,m) will
be transmitted completely at t′e in S 3, which is later than te
in S 2.

Finally, in situation S4, the first frame in [t0, t′e] of every other

UK arrives at t0. And, a frame of other stations with a priority
lower than PA(i,0) and the largest transmission time occupies the
CAN bus just before t0. Then, S 4 is a CIC of ΓA(i,m). The response
time of ΓA(i,m) in S 4 is larger than or equal to that in S 1.

According to the above results, it is known that for any situa-
tion S 1, we can always find a relative situation S 4, in which the
response time of ΓA(i,m) is larger than or equal to that in S 1. Be-
cause all the S 4 are included in the CICs of ΓA(i,m), the WCRT of
ΓA(i,m) always exists in its CICs. �

5. Proposed Algorithms for WCRT Calcula-
tion

According to Theorem 1, the WCRT of messages in the station
UI can be calculated by the following steps:
( 1 ) Define LCMI as the least common multiple of periods of all

messages in UI . For each Γi (Γi ∈ UI , Γi arrives between
φI and φI + LCMI), focus on its successive affect frame se-
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quence ΓAi-seq.
( 2 ) For each ΓA(i,m) (m = 0, 1, ...) of each ΓAi-seq, locate all CICs

of ΓA(i,m).
( 3 ) Calculates RA(i,m) from these CICs.
( 4 ) Compare RA(i,m) with WCRT of the message which ΓA(i,m) be-

longs to. Update WCRT of this message if RA(i,m) is larger.
In this method, the step 3 that calculates the WCRT for a given
frame is the most important. For this calculation, we propose an
exact algorithm and an approximate algorithm as follows.

5.1 Exact Algorithm
To obtain the exact WCRT of a given frame, one method is

to calculate the RA(i,m) by checking all the CICs of ΓA(i,m) as the
given theorem. The key to achieve this goal is to determine the
latest finish of βA(i,m)−1, at which the ΓA(i,m) will be able to trans-
mit on the CAN bus. In a simple situation, ΓA(i,m) is the lowest-
priority frame between ΓA(i,0) and ΓA(i,m), so that only one busy
period βA(i,m)−1 needs to be considered. However, as shown in
Fig. 6, in general case multiple busy periods should be consid-
ered. In addition, the start of each βA(i,lx)−1 is related to the finish
of βA(i,lx−1)−1. Thus, to find the latest finish of βA(i,m)−1, it is nec-
essary to calculate the maximum sum of the lengths of all busy
periods between ΓA(i,0) and ΓA(i,m).

In Refs. [11] and [12], the Interference Function (IF) and satu-
ration addition were employed to calculate the length of a single
busy period. IF is a function that represents the time in an inter-
val when a set of frames interferes with the lower priority frame
(see A.2 and A.4 of Appendix for details of IF and saturation
addition). Because the original IF can not calculate the length
of multiple busy periods, we extend the definition of IF to in-
clude more than one condition. The extended IF is denoted as
IS T

J (t){(ts
n, t

e
n, P

r
x)}, where S T is the network time at which the ex-

tended IF starts, {(ts
n, t

e
n, P

r
n)} is a set of conditions consisting of

(ts
0, t

e
0, P

r
0), (ts

1, t
e
1, P

r
1),...,(ts

n, t
e
n, P

r
n). According to the conditions,

IS T
J (t){(ts

n, t
e
n, P

r
n)} is created by considering the frames that arrive

in [ts
x, t

e
x] with a priority higher than Pr

x(0 ≤ x ≤ n). The ts
x, t

e
x are

relative time to the S T .
The exact algorithm using the extended IF is presented in

Fig. 9. For each CIC of ΓA(i,m), initialize the start frame Γs, the
end frame Γe and parameter x to ΓA(i,0), ΓA(i,m) and 0, respectively
(lines 02, 03). In line 05, search the lowest-priority frame ΓA(i,lx)

between Γs and Γe. Then, initialize the IF conditions ts
x, P

r
x to the

start of Γs and PA(i,lx) (line 06). And initialize te
x to a sufficiently

big value (i.e., LCMτi∈Θ{Ti}), so that βA(i,lx)−1 ends before te
x (line

07).
According to the definition of CIC, calculation of the finish

of βA(i,lx)−1 relates with the following interference time: (1) de-
lay caused by the frames of other stations with higher priority,
which will be included in the βA(i,l0)−1, ..., βA(i,lx)−1 (line 08); (2)
delay caused by the earlier queued frames of self station, which
can be calculated by the sum of the transmission time of frames
ΓA(i,0), ..., ΓA(i,lx−1) (line 09); (3) delay caused by the frame of other
stations with the largest transmission time and a priority lower
than ΓA(i,0) (line10). The saturation addition of these elements
is denoted as ICIC

all (t). Then, the finish of βA(i,lx)−1 can be calcu-
lated by EIT (ICIC

all (t)). EIT (ICIC
all (t)) is the operation that finds the

01 RA(i,m) ← 0.

02 for all CICs of ΓA(i,m) do

03 Γs ← ΓA(i,0); Γe ← ΓA(i,m); x← 0

04 while Γs � Γe do

05 Searching ΓA(i,lx) which is the lowest-priority frame

queued between Γs and Γe

06 ts
x ← start of Γs; Pr

x ← PA(i,lx)

07 te
x ← LCMτi∈Θ{Ti}

08 Create ICIC
J (t){(ts

0, t
e
0, P

r
0), ..., (ts

x, t
e
x, P

r
x)} for each UJ(J � I),

calculate saturation sum of IJ(t) of all UJ

09 Calculate sum of CA(i,0),CA(i,1), ...,CA(i,lx−1)

10 Search the max Ck(Pk > PA(i,0)) in other stations

11 ICIC
all (t)← Saturation sum results of lines 08-10

12 te
x ← EIT (ICIC

all (t))

13 Γs ← ΓA(i,lx); x← x + 1

14 end while

15 sA(i,m) ← te
x + sA(i,0)

16 if (sA(i,lm) +CA(i,m) − aA(i,m) > RA(i,m)) then

17 RA(i,m) ← sA(i,lm) +CA(i,m) − aA(i,m)

18 end if

19 end for

20 return RA(i,m)

Fig. 9 The exact algorithm.

first instant at which the slope of the function ICIC
all (t) becomes

0. Meanwhile, its result is the earliest idle time of CAN bus, at
which ΓA(i,lx) can be transmitted (see A.4 of Appendix for details
of EIT ). Because frames that arrive after the EIT (ICIC

all (t)) can-
not interfere with ΓA(i,lx), te

x is updated to EIT (ICIC
all (t)) (line 12).

Then, Γs is updated to ΓA(i,lx), and the parameter x is increased
1 (line 13). The algorithm continues to calculate a new finish of
βA(i,lx)−1 with the updated IF conditions until Γs equals Γe. After
the while loop, the te

x will be the finish of βA(i,m)−1. Then the start
time of ΓA(i,m) can be calculated by addition of te

x and sA(i,0) (line
15), because the te

x is a relative time to the CIC (i.e., sA(i,0)). Fi-
nally, the response time of ΓA(i,m) of the current CIC is calculated
and updated to RA(i,m) in lines 16 and 17. When all candidates
have been checked, the maximum response time in all CICs will
be the WCRT of the ΓA(i,m).

Consider an example to calculate the response time of τ3,0 in
the CIC of Fig. 5. Because τ3,0 is involved in a successive af-
fect frame sequence: ΓA(0,0) (τ7,0) and ΓA(0,1) (τ3,0), 2 busy peri-
ods βA(0,0)−1, βA(0,1)−1 should be considered. First, to calculate the
finish of βA(0,0)−1, the IF condition is initialized to {(0, 8, P7)},
since the start of CIC is 0 and the LCMτi∈Θ{Ti} is 8. Then,
the IF of each station is created as shown in Fig. 10 (a). Next,
the ICIC

all {(0, 8, P7)}(t) can be calculated by saturation addition
of all ICIC

J {(0, 8, P7)} and C8, as shown in Fig. 10 (b). Because
EIT (ICIC

all (t)) is the finish of frames that interfere with ΓA(0,0), net-
work time 3 is the end of βA(0,0)−1, and τ7,0 starts to transmit at
this instant.

Since the end of βA(0,0) is known, the IF conditions are updated
to {(0, 3, P7) (3, 8, P3)}. Then, to calculate the finish of βA(0,1)−1,
ICIC
2 (t){(0, 3, P7)(3, 8, P3)} and ICIC

3 (t){(0, 3, P7)(3, 8, P3)} are cre-
ated as shown in Fig. 10 (c). Next, ICIC

all {(0, 3, P7)(3, 8, P3)} is
calculated by saturation addition of ICIC

2 (t){(0, 3, P7)(3, 8, P3)},
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(a) The ICIC
J (t){(0, 8, PA(0,0))} (b) The calculation of te

0

(c) The ICIC
J (t){(0, 3, PA(0,0))(3, 8, PA(0,1))} (d) The calculation of te

1

Fig. 10 An example of using IF to calculate response time of ΓA(0,1) in its CIC.

ICIC
3 (t){(0, 3, P7)(3, 8, P3)}, C7, and C8, as shown in Fig. 10 (d).

Thus, the end of βA(0,1)−1 is given by the EIT (ICIC
all (t)), and the

response time of τ3,0 (i.e., ΓA(0,1)) in this CIC is equal to 5, as
shown in Fig. 10 (d).

In the same way, the response time of τ3,0 in its other 5 CICs
can be calculated. Finally, the maximum response time in the 6
CICs will be the WCRT of τ3,0, which is 7 in this example.

5.2 Approximate Algorithm
As mentioned before, the exact algorithm has to check ev-

ery CIC of ΓA(i,m). However, the number of CICs will become
huge with the increase in the number of messages in a large sys-
tem, which will result in unaffordable calculation time. There-
fore, we propose an approximate algorithm to speed up the calcu-
lation by using the Maximum Interference Function (MIF) in-
stead of the IF. MIF is a function that represents the maxi-
mum time in a interval when a set of frames interferes with the
lower-priority frame (see A.3 and A.4 of Appendix for details
of MIF). MIF based calculation needs only one operation no
matter how many CICs exist. Because MIF is the max of IFs,
MIF is also extended to have multiple conditions and denoted as
MJ(t){(ts

n, t
e
n, P

r
n)} as done for IF.

The MIF based algorithm for calculation of RA(i,m) is given
in Fig. 11. In this algorithm, the first step initializes the
start frame Γs, end frame Γe and MIF conditions (lines 01–
05), which is the same as the exact algorithm. Second, the
MJ(t){(ts

0, t
e
0, P

r
0), ..., (ts

x, t
e
x, P

r
x)} of each station UJ (J � I) is

created by line 06–09. The finish of βA(i,lx)−1 is calculated by
EIT (Mall(t)) (lines 10–13). Because the EIT (Mall(t)) is the
latest finish time of βA(i,lx)−1. the frames that arrive after the

01 Γs ← ΓA(i,0), Γe ← ΓA(i,m), x← 0

02 while Γs � Γe do

03 Searching ΓA(i,lx) which is the lowest-priority frame

queued between Γs and Γe

04 ts
x ← start of Γs, Pr

x ← PA(i,lx)

05 te
x ← LCMτi∈Θ{Ti}

06 for each UJ(J � I) do

07 Create all IS T
J (t){(ts

0, t
e
0, P

r
0), ..., (ts

x, t
e
x, P

r
x)}, in which S T = a j,n

(a j,n subject to φJ ≤ a j,n < φJ + LCMJ , Pj < Pr
0, τ j ∈ UJ)

08 Create MJ(t){(ts
0, t

e
0, P

r
0), ..., (ts

x, t
e
x, P

r
x)} as the max of

all the IS T
J (t){(ts

0, t
e
0, P

r
0), ..., (ts

x, t
e
x, P

r
x)} of line 07

09 end for

10 Calculate saturation sum of MJ(t) of all UJ

11 Calculate sum of CA(i,0),CA(i,1), ...,CA(i,lx−1)

12 Calculate max Ck(Pk ≥ PA(i,0), τk ∈ Θ)

13 Mall(t)← Saturation sum results of lines 10-12

14 te
x ← EIT (Mall(t))

15 Γs ← ΓA(i,lx), x← x + 1

16 end while

17 sA(i,m) ← te
x + aA(i,0)

18 RA(i,m) ← sA(i,m) +CA(i,m) − aA(i,m)

19 return RA(i,m)

Fig. 11 The approximate algorithm.

EIT (Mall(t)) cannot interfere with ΓA(i,lx). te
x is thus updated to

EIT (ICIC
all (t)) (line 14). For the next while loop, Γs is updated to

ΓA(i,lx), and the parameter x is increased 1 (line 15). The algorithm
continues to calculate a new te

x until Γs is equal to Γe. Then, the
final te

x will be the latest finish of βA(i,m)−1. Finally, RA(i,m) can be
calculated by using the above results as shown in lines 17 and 18.
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(a) The calculation of te
0

(b) The calculation of te
1

Fig. 12 An example of using MIF to calculate RA(0,1).

Consider an example using the message set in Table 1. We cal-
culate the WCRT of τ3,0 in U4. Because τ3,0 is involved in a suc-
cessive affect frame sequence, 2 busy periods βA(0,0)−1, βA(0,1)−1

should be considered.
First, the algorithm creates the MIF for U2 and U3 with

the condition {(0, 8, P7)}. Note that MIF of U1 is ignored
here because it equals zero. Then, Mall(t){0, 8, P7} is calcu-
lated by saturation addition of M2(t){(0, 8, P7)}, M3(t){(0, 8, P7)},
and C8. Next, the latest finish of βA(0,0)−1 is calculated by
the EIT (Mall(t){0, 8, P7}) as shown in Fig. 12 (a). In other
words, at this instant, i.e., network time 6, the τ7,0 can be
transmitted on the CAN bus. Then, conditions of MIF are
updated to {(0, 6, P7)(6, 8, P3)} to calculate the next busy pe-
riod. Finally, the latest finish of βA(0,1)−1 is calculated by
EIT (Mall(t){(0, 6, P7)(6, 8, P3)} as shown in Fig. 12 (b). As can
be seen, the τ3,0 can be transmitted at network time 7. Therefore,
the WCRT of τ3,0 is 7.

From the above example, it is clear that while the IF based ex-
act algorithm needs to check all 6 CICs to calculate the WCRT
of τ3,0, the MIF based algorithm only requires one calculation of
MIF for each station. Note that although the results of the ap-
proximate algorithm are not completely accurate, they are equal
to or larger than the real WCRT in all cases according to the fea-
ture of MIF operation (see A.3 of Appendix for details). There-
fore its results are sufficiently safe from the WCRT analysis point
of view.

5.3 Computational Complexity Analysis
To analyze the computational complexity of the proposed two

algorithms, let us assume that n stations exist in the network,

ΓA(i,m) is a frame of UI , which belongs to ΓAi-seq. Also, assume
that each station UJ has NJ frames with priorities higher than
PA(i,l0). The PA(i,l0) is the priority of ΓA(i,l0) which is the lowest-
priority frame between ΓA(i,0) and ΓA(i,m). The number of CICs
of ΓA(i,m), which represents the computational complexity of the
exact algorithm, is as follows:

Complexityexact =
∏

J∈Θ,J�I

NJ (1)

However, the computational complexity of the approximate algo-
rithm is given as follows:

Complexityapproximate =
∑

J∈Θ,J�I

NJ (2)

From the above equations, it is clear that the approximate al-
gorithm can greatly decrease the computational complexity in a
large system.

6. Evaluation

In order to validate the efficiency of the proposed methods,
experiments are conducted by using message sets generated by
NETCARBENCH [16] and a real message set provided by an au-
tomaker. All the experiments are performed on a computer with
an Intel Core i5 2.67 GHz processor. As mentioned in Section 2.3,
all stations are assumed to use the FIFO queue.

6.1 Experiment of NETCARBENCH-generated Message
Sets

In experiment 1, WCRT of message is analyzed on 10 small
message sets generated by NETCARBENCH. All the message
sets are configured as a typical 500 kbps powertrain network with
a bus load of 20–25%, station number 3–5 and message number
50–76. Deadlines of messages are assumed to be equal to their
periods. Priorities of messages are assigned based on the dead-
line monotonic algorithm: the shorter deadline the message has,
the higher priority the message is assigned. The offset of each
message is assigned based on the method of Ref. [9]. Basically,
the method tries to assign offsets in such a way that the arrivals
of any two messages are as far as possible. We briefly summarize
the method of Ref. [9] as follows:
( 1 ) Initialize an empty offset assignment record for all messages.
( 2 ) In each UI , find the τi that is the shortest period message of

UI and has not been assigned offset.
( 3 ) Based on the offset assignment record, find the longest inter-

val (t0, t1) of [0, Ti) in which no message arrives.
( 4 ) Assign (t0 + t1)/2 to Oi and update the offset assignment

record.
( 5 ) Repeat step (2) to (4) until all messages have their offsets

assigned.
Results of experiment 1 are shown in Table 2. While the ex-

act algorithm takes an average time of 492.82 seconds to finish
the calculation, the approximate algorithm only needs an average
time of 1.02 seconds. As for accuracy, the approximate algorithm
has an average of 7.66% messages with different results from the
the exact algorithm. Specifically, although two message sets have
no errors, the approximate algorithm achieves an average error of
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Table 2 Experiment 1: Error and run time comparison of exact and approximate algorithm based on 10
message sets generated by NETCARBENCH.

Algorithm Message with error Max Error Average Error Run time
Exact - - - 492.82 s

Approximate 7.66% 8.3% 1.95% 1.02 s

Table 3 Experiment 2: Error and run time comparison of exact and approximate algorithm based on a
real message set.

Algorithm Message with error Max Error Average Error Run time
Exact - - - 7 days

Approximate 0% 0% 0% 17.46 s

Table 4 Experiment 3: WCRT comparison of a real message set with and
without offset.

Message Average WCRT Maximum WCRT
Decrease rate 96.97% 42.56% 64.21%

1.95%, and a max error of 8.3% comparing with the exact algo-
rithm. The error of a message τi is calculated by the following
formula:

Errori = (Rapproximate
i − Rexact

i )/Rexact
i ∗ 100% (3)

where Rapproximate
i and Rexact

i are the WCRT of τi calculated by
approximate algorithm and exact algorithm, respectively.

6.2 Experiment of Automaker-provided Message Set
To validate the efficiency of the proposed algorithms on a real

system, we used the message set provided by an automaker,
which is composed of 14 stations and 66 messages, and has
53.3% bus load. All message properties, including the offset,
were configured by the automaker. Deadlines of messages are
configured to equal to their periods. Priorities of messages are as-
signed mainly based on the deadline monotonic algorithm. Offset
assignment of the messages are similar to the NETCARBENCH
method.

Because the system is too large to check all stations by the
exact algorithm, we tested one station of this network system,
which includes 15 messages. As shown in Table 3, while the ex-
act algorithm required 7 days to finish the analysis of WCRT for
15 messages, the approximate algorithm only required 17.46 sec-
onds. Note that although there are no errors on the 15 messages,
it does not mean that the approximate algorithm can always ob-
tain the same results as the exact algorithm as indicated in the first
experiment.

6.3 Experiment of Effectiveness of Offset Assignment
To confirm the effectiveness of assigning offset to messages in

a FIFO queue system, we employed the same message set as used
in the second experiment which is provided by an automaker. Ta-
ble 4 illustrates the decrease rate of average WCRT and maxi-
mum WCRT of the messages set after assigning offset. As can
be seen, there are 96% messages’ WCRT are decreased after be-
ing assigned offset. In these messages, average decrease rate of
WCRT is 42%, maximum decrease rate of WCRT is 64%, The
results confirmed that assigning offset can also greatly decrease
WCRT of messages in the FIFO queue system.

7. Extension with Consideration of Jitter

In this paper, we assumed that there is no jitter on the arrivals

Fig. 13 An example showing effect of jitter on the queuing order of
messages.

of the messages for the purpose of simplifying the analysis. How-
ever, considering that the existence of jitter can affect WCRT of
messages, we explain the extension with consideration of jitter in
this section.

7.1 Effect of Jitter on the Proposed Method
For message τi, the queueing process takes a bounded amount

of time, between 0 and Ji, before τi is queued available for trans-
mission. Ji is referred to as the maximum queuing jitter of τi.
Considering jitter, frame τi,m may arrives at any time between
[ai,m, ai,m + Ji].

The occurrence of jitter leads arrival times and queuing order
of messages to become changeable, which betrays our assump-
tions. The proposed definitions, successive frame sequence and
successive affect frame sequence, thus are not suitable for the jit-
ter model. However, this problem can be solved by extending the
proposed definitions.

7.2 Extended Successive Affect Frame Sequences
As we know, Ji of each τi is fixed when a message set is

generated. For this reason, all the possible queuing orders of
messages in each station are finite and can be analyzed. We
denote successive frame sequences of messages in same sta-
tion as (Γk

0, ...,Γ
k
n) (k = 0, 1, ...). Each sequence is referred as

a queuing order of messages in this station. For example, as-
sume τ1,0, τ2,0, τ3,0 are frames of same station, arrival time and
maximum jitters of these messages are shown in Fig. 13. It is
clear that there are 2 queuing orders of messages in this station:
(τ1,0(Γ0

0), τ2,0(Γ0
1), τ3,0(Γ0

2)) and (τ2,0(Γ1
0), τ1,0(Γ1

1), τ3,0(Γ1
2)).

In each successive frame sequence (Γk
0, ..., Γ

k
n), the successive

affect frame sequence of Γk
i , denoted as Γk

Ai−seq, can be found by
the definition of Effect in Section 4.1.

7.3 Worst-case Jitter Occurred CICs of Γk
A(i,m)

Based on the extended successive affect frame sequences,
CICs of Γk

A(i,m) can be found by considering all the queuing or-
ders of messages in other stations. In each CIC of Γk

A(i,m), be-
cause queuing order of messages is unique, WCRT of Γk

A(i,m) will
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be largest if frames arriving at the CIC have the jitter as large as
possible, and the frames arriving after the CIC have the jitter as
small as possible*2. This kind of CICs is defined as the worst-
case jitter occurred CICs of Γk

A(i,m). Because queuing order and
arrival times of messages are fixed in each worst-case jitter oc-
curred CIC of Γk

A(i,m), WCRT of Γk
A(i,m) thus can be calculated by

our proposed algorithms.
However, the arriving order of messages may have many sit-

uations if the maximum jitters of messages are large. In this
case, finding the worst case arriving order firstly then calculating
WCRT of Γk

A(i,m) will be a solution for speeding up the calculation.
This will be considered as future work.

8. Conclusion

In this paper, we proposed a WCRT analysis method for mes-
sages in the FIFO-based and offset assigned CAN systems. We
first gave a critical instant theorem and proved it, then we pro-
posed two algorithms for the WCRT calculation based on the
given theorem. The exact algorithm can obtain accurate results
with a large computational cost, which is suitable for a small
system. In contrast, the approximate algorithm can analyze a
larger system with limited errors and low computational com-
plexity. Experimental results on generated message sets and a real
message set have validated the effectiveness of the proposed two
algorithms. Also, an experiment on a real message set showed
assigning offset to the messages can decrease the WCRT signifi-
cantly in the FIFO queued system.

In future work, we will focus on the error analysis for the ap-
proximate algorithm and look for ways to decrease the computa-
tional complexity of the exact algorithm. Also, fast calculation
algorithms and evaluations of the jitter model are considered.
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Appendix

A.1 Busy Periods

In CAN system, a busy period is a period of time during which
the CAN bus is continually occupied by frame transmission. An
extension to this concept, the level i busy period, is defined as a
period of time during which the CAN bus is completely occupied
by the transmission of messages with priority Pi or higher [14].
The level i busy period is denoted by βi. A frame τi,m, which ar-
rives during βi−1, will be able to gain access to the CAN bus after
the end of the βi−1.

A.2 Interference Function

The Interference Function (IF) is defined as a function rep-
resenting the time in an interval, in which a set of tasks inter-
feres with the lower-priority task [15]. When it was employed
in a CAN system, IF is redefined as a function that represents
the time in an interval when a set of frames interferes with the
lower-priority frame [12]. IF of frames in UJ is denoted as
IS T

J (t){ts, te, Pi}, where S T represents the network time of start
point, and {ts, te, Pi} represents the condition of the IF. Thus,
IS T

J (t){ts, te, Pi} denotes the IF of frames in UJ , which arrive in
[ts, te] and interfere with the frames having a priority lower than
Pi. Note that because the ts and te are relative time to the S T ,
their network time are S T + ts and S T + te, respectively.

A.3 Maximum Interference Function

The Maximum Interference Function (MIF) is defined as a
function representing the maximum time in an interval, in which
a set of messages interferes with the lower-priority frame [15].
When employed in the CAN system, MIF is redefined as a func-
tion that represents the maximum time in an interval when a set
of frames interferes with the lower-priority frame [11], [12]. De-
note MJ(t)(ts, te, Pi) as the MIF of frames in UJ , which interfere
with the frames having a priority lower than Pi. Mj(t)(ts, te, Pi) is
calculated by following formula:
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Fig. A·1 An example of the Maximum Interference Function.

MJ(t)(ts, te, Pi) = max
S T=a j,n ,φJ≤a j,n<φJ+LCMJ

{IS T
J (t)(ts, te, Pi)}

(A.1)

In the formula, {IS T
J (t){(ts, te, Pi}} is the set of IFs that start from

each a j,n. The a j,n is the arrival of frame τ j,n in UJ that has a
priority higher than Pi.

An example of IF and MIF is given in Fig. A·1 by us-
ing the message set of Table 1. This example calculates the
maximum time in an interval when the frames of U2 inter-
feres with the frame τ7,0 of U4. We first calculate the IF for
each frame of U2 with a priority higher than P7 in the LCM2,
then calculate the MIF for the station U2. Since LCM2 is
8, arrival of τ5,0, τ6,0, τ2,0 in [0, LCM2] are 0, 4, 5 respectively.
Thus, M2(t)(0, 8, P7) can be obtained by calculating the max of
IF0

2(t)(0, 8, P7), IF4
2(t)(0, 8, P7), IF5

2(t)(0, 8, P7).
As can be seen from this example, the max operation is to pick

up the uppermost line of all IF lines. It is important to note that
the maximum interference time derived from MIF is larger than
or equal to any in that of IF. The objective of using MIF instead
of IF is to obtain a fast approximate algorithm [12].

A.4 Saturation Addition of IF or MIF

Saturation addition is the operation that adds multiple IFs,
MIFs or transmission time of frames with the maximum slope
equal to 1 [12], which is denoted by ‘⊕’ in this paper. The objec-
tive of saturation addition is to add all the elements that may delay
frame τi,m to a new interference function, such as Iall(t). Then the
first instant at which the slope of the function Iall becomes 0, is

Fig. A·2 An example of saturation addition and EIT .

the earliest idle time (EIT) of CAN bus. In other words, it is the
first time when τi,m can be transmitted to CAN bus. We use the
operation EIT (X) to find the first instant at which the slope of
the function X becomes 0. An example of saturation addition and
EIT is given in Fig. A·2.
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