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Abstract: Spam over Internet Telephony (SPIT) will become a serious threat in the near future because of the growing
number of Voice over IP (VoIP) users, the ease of spam implementation, and the low cost of VoIP service. Due to the
real-time processing requirements of voice communication, SPIT is more difficult to filter than email spam. In this pa-
per, we propose a trust-based mechanism that uses the duration of calls and call direction between users to distinguish
legitimate callers from spammers. The trust value is adjustable according to the calling behavior. We also propose a
trust inference mechanism in order to calculate a trust value for an unknown caller to a callee. Realistic simulation
results show that our approaches are effective in discriminating spam calls from legitimate calls.
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1. Introduction

With the growth of broadband connectivity, the use of VoIP
is a new trend in voice communication. Like email technology,
VoIP systems are also susceptible to abuse by malicious parties
who initiate unsolicited advertising calls or SPIT [1]. But SPIT
is a much bigger problem than email spam because the callee is
directly denied service by the incoming call. For instance, a spam
email that arrives at an inbox at 2 a.m. will not disturb the user.
However, a ringing phone at 2 a.m. will disturb most users. SPIT
is becoming popular because of its cost-effectiveness for spam-
mers. As we know, the traditional telephony call spam already
exists in the form of telemarketer calls. But its volume is not as
much as email spam because of the cost. However, the cost is dra-
matically lower when switching to SPIT for many reasons: low
call fee, low hardware cost, no boundary of international calls,
etc. Also, unlike spam in email systems, the problem of spam in
VoIP networks has to be solved in real time. Many techniques
devised for email spam filtering rely upon content analysis, but in
the case of VoIP analysis after picking up the phone is too late.
Any delay due to anti-SPIT processing would degrade the qual-
ity of service. This places strong limitations on what operations
can actually be performed on incoming voice packets in terms
of the speed and complexity of the analysis. Therefore, SPIT
prevention is one of the greatest challenges for future large-scale
deployments of VoIP telephony.

To be effective, then, a SPIT prevention system has to meet the
following basic requirements. First, it must minimize the proba-
bility of blocking legitimate calls while maximizing the probabil-
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ity of blocking SPIT calls. Second, it should minimize the addi-
tional effort imposed on users. Third, it should be deployed with-
out any significant changes in the existing infrastructure. And
finally, it should be as general as possible to allow it to be ap-
plied despite barriers such as different cultures and languages.
However, it is likely that no prevention system meets all of these
general requirements. For example, many methods of identifying
human beings, such as the challenge-response schemes, require
significant interaction with the caller and are therefore too intru-
sive for the user. There is insufficient incentive to adopt such
measures since they are so inconvenient.

To fulfill the SPIT filtering requirements, we propose a novel
mechanism based on call duration and direction to distinguish be-
tween legitimate users and spammers. We observed that the call
duration of a legitimate user is significantly longer than that of a
spammer, and that a spammer will typically receive no calls or
few calls from other users. We use this pattern to calculate a trust
value for each individual user. Long call duration indicates high
trust. One can assign trust values to friends by calling them. A
trust value is calculated by comparing one’s call duration with
the average call duration among friends. The following scenario
shows how our trust value can be constructed. Assume that Alice
makes a call to Bob and Carol lasting, 5 and 15 minutes respec-
tively. After comparing with the average value, the trust value
of Carol will be higher than Bob’s because the call duration be-
tween Alice (trustor) and Carol (trustee) is longer than with Bob.
Unlike other trust-based detection systems, our trust value is au-
tomatically assigned to each user and adjusted by human calling
behavior. It allows avoiding the biasing problems that occur when
one legitimate user incorrectly rates another legitimate user as a
spammer.

In case of an unknown caller, trust values inferred from other
users in the callee’s community are used to calculate a trust value
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Fig. 1 Trust inference from Carol to Alice via Bob.

for this caller. We use two theories to propagate a trust value
among nodes in the VoIP network. First, from the trust defi-
nition [2], trust can be inferred from one node to another node
via a social relationship. For example, if Alice knows Bob, and
Bob knows Carol, then Alice can use the relationship path to in-
fer a trust rating for Carol, as shown in Fig. 1. Second, we use
the concept of six degrees of separation to limit the relationship
links when propagating a trust value. This small world hypothesis
refers to the idea that everyone is on average approximately six
steps away from any other person on Earth [3]. However, a Mi-
crosoft research team came up with the idea of using data from
their Messenger client to analyze the characteristics of a social
network. They examined a data set of 240 million people with
180 billion different connection pairs [4]. They found the aver-
age path length between users to be 6.6, implying that 78% of the
world’s population can be linked in seven steps or less. So, in this
work, we limit the trust inference range to 7 hops from a callee
to a caller. Based on this concept, we infer that if there are no
relationships between the callee and caller within this range, the
call can be classified as an unwanted call. This is different from
other trust-based systems because in other trust-based systems a
trust value is inferred at most two hops away. This may cause an
increase in false alarms.

Our detection system at the VoIP operator calculates a trust
value of each caller before establishing a call to a callee. If
this value is lower than the predefined SPIT threshold, the call
is rejected. This method aims to detect SPIT calls before call
establishment while requiring the least possible interaction with
the caller and the callee. Moreover, this system does not require
changing the existing VoIP protocols. The VoIP operator can ap-
ply this system directly to any VoIP technology.

At the same time, there is a trade-off in managing spam callers
because sometimes they are beneficial and sometimes detrimen-
tal to the revenue of a service provider. From the perspective of a
VoIP service provider, spam callers are also a type of customer
and sometimes they are even valuable for increasing revenue.
For example, some organizations may purchase an advertising
service for broadcasting their information to targeted customers.
Targeted customers who prefer to subscribe to this content will
classify this call as a legitimate call while it is a spam call for
another user. If a service provider fails to design ways to manage
spam calls that allow for such services, they can cause a loss of
revenue when a system blocks all suspect traffic. As far as the
author knows, there is no academic research which considers this
business aspect.

In this work, one can subscribe to an advertisement service
while preserving spam prevention for other users. In general
trust-based systems, when a user wants to subscribe to an adver-
tisement service, he must keep the advertisement service caller
in his buddy list to bypass the detection process. However, this

might produce false negatives when the trust value of this node
is inferred for another friend. With our trust computation algo-
rithm, on the other hand, we can handle spam detection even in
this extreme case because the trust value of an advertiser will be
reduced automatically.

The rest of this paper is organized as follows. Section 2 sur-
veys related works that deal with spam prevention based on trust.
Sections 3 and 4 describe the trust calculation and the trust in-
ference methodology respectively. An evaluation of the method
by realistic simulation and the results are discussed in Section 5.
We also discuss some concerns about this method in Section 6.
Finally, Section 7 concludes the paper and introduces our future
work.

2. Related Works

This section presents the state of the art of techniques to pre-
vent and mitigate spam in VoIP networks.

Blacklisting is an approach whereby the spam filter maintains a
list of call numbers that identify spammers. However, collecting
these numbers can be tedious and users can still receive unwanted
phone calls from numbers not on the list.

Whitelisting is the opposite of blacklisting. It is a list of valid
senders that a user is willing to accept calls from. Unlike black-
lists, a spammer cannot change identities to get around the white
list [5]. However, this approach greatly reduces the usability of
VoIP because legitimate callers not in the list cannot contact the
user at all.

Quittek et al. propose a hidden Turing test technique to iden-
tify spammers [6]. It requires a SIP server or a user agent to check
the Real-time Transportation Protocol (RTP) before establishing
a call session between a caller and a callee.

Vinokurov and MacIntosh propose a VoIP spam detection
based on recognizing abnormalities in signaling message statis-
tics [7]. A caller that sends too many call setup requests, while at
the same time receiving too many or too few call termination re-
quests in a relatively short time, is assumed to be a spammer. This
approach has to maintain the signaling behavior of every caller in
the system which needs to be updated for every call that a node
makes or receives.

Dantu and Kolan propose a combined filter technique based on
trust and reputation for detecting spam [8]. They combined tech-
niques such as rate limiting, Bayesian learning, and the concept
of social networks for predicting the nature of a call. During the
learning period, human intervention was required to identify un-
wanted callers. Even though this technique can isolate spammers,
it suffers from two major drawbacks. First, trust and reputation in
this system were assigned to an entire domain rather than individ-
ual users. Thus, if a particular domain has a lot of spammers and
few legitimate users, those legitimate users would be penalized
along with the rest of the spammers. Second, the system relies
exclusively on the users’ feedback to report spam domains. If
the users do not report spam, those domains can continue sending
spam. To solve these problems, our trust value is individually and
automatically assigned to each friend in the buddy list based on
the direct experience of a user. The manual feedback reports from
users are not required.
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Balasubramaniyan et al. propose to use call duration and social
network graphs to establish a measure of reputation for callers,
named CallRank [9]. In this filtering scheme, call duration is the
main factor deciding the credibility of the caller. It is used along
with the Eigentrust algorithm to develop a global view of the rep-
utation of all users who either belong to or interact with a domain.
A callee can decide to answer or reject a call based on this mech-
anism. However, CallRank produces false positives when a new
legitimate user joins the VoIP system. Because he has no social
network linkage in that system, all his calls will be classified as
spam calls. Due to its centralized perspective, there are some
problems. First, the users are usually reluctant to give a nega-
tive rating because of the other’s negative rating. Second, if a
user has a bad reputation rating, the system will discard its old
identity. The third problem is that users can increase their reputa-
tion artificially by creating fake identities and using them to give
themselves a high rating. Unlike this work, our technique acts as
a decentralized perspective to avoid these problems. Each user is
responsible for evaluating the trust of other users based on their
direct interactions.

Another study proposed a collaborative reputation-based voice
spam filtering framework [10]. This approach used the cumula-
tive online presence duration of a VoIP user as a reputation value.
The authors automatically classified calls shorter than 20 seconds
as spam calls. However, with this system, spammers can increase
their reputation easily by maintaining a connection with the VoIP
server. Our trust value, on the other hand, is calculated by using
call duration and call direction. Assuming that user A and user B

are friends, when user A calls user B, the trust value from user A

will be automatically assigned to user B according to the duration
of a conversation. In the case of a spam call, a spammer calls
user A. The trust value will never be given to a spammer because
user A does not call a spammer. If a spammer wants to increase
his trust value, he needs to trick user A into calling him back.
Therefore, it is difficult to alter the trust value in our proposed
technique.

3. Trust

Trust has been traditionally used in solving the authentication
problem in ad-hoc, peer-to-peer, and decision support systems.
The basic idea is to let parties rate each other and use the aggre-
gated rating about a given party to derive a trust score, which can
assist other parties in deciding whether or not to interact with that
party in the future. In voice communication, trust represents an
abstract modeling of the caller’s and the callee’s past interactions.
In this work we attempt to formalize a structure similar to human
intuitive behavior for detecting SPIT based on a trust relationship
with the caller and calculate trust automatically from an individ-
ual aspect. To begin, we define trust using three properties. First,
trust represents a callee’s belief in a caller’s reliability based on
his/her own direct experiences. Second, the trust of a caller can
be increased or diminished over a period of time based on the
interaction with the callee (trustor). Third, trust can be derived
from outgoing calls. This means we assign a trust value to a user
when we call him.

In VoIP system, there are many factors that can be used to iden-

Table 1 Calling characteristics.

Factor Legitimate SPIT

Call duration Irregular Usually very short
Call direction Bidirectional Unidirectional
Call error rate Low High

Call rate Low High
Call interval time Irregular Very irregular

tify a malicious node, as shown in Table 1. However, some of
these factors are quite ineffective. A sophisticated spammer can
observe a filtering system and then adjust his/her spam behavior
in order to break the detection criteria. For example, the error of
calling occurs when the destination address does not exist. Be-
cause spammers randomly generate the target callee IDs, there is
a possibility that some of them do not exist. Then, the call error
rate of a spammer will be high. However, a spammer can collect
the existing numbers from Yellow Pages or buy them from the
black market to reduce this rate. For a call rate and a call interval
time, they are the parameters that can be adjusted easily. IP ad-
dresses and Uniform Resource Identifiers (URI) of end users are
also used to classify a spam call. However, these parameters can
be spoofed by a sophisticated spammer [11]. Then, a spammer
can subvert many spam detection systems such as blacklists and
white lists.

Call duration and direction are used to calculate a trust value
because they are reliable. Call duration is the important informa-
tion used to distinguish a spammer because, in general, people do
not like to talk with a spam caller for long. Therefore, the call du-
ration of a spam call will be significantly shorter than legitimate
call. And most spam calls are unidirectional communication be-
cause a spammer calls target users only. There is a rare case that
a normal user calls back to a spammer. Therefore, if a caller has a
high rate of unidirection call, he might be classified as a spammer.
So these two characteristics cannot be altered by a spammer ex-
cept by using social engineering techniques. The spammer has to
trick the user into calling him back and maintaining a long call in
order to increase his trust value. In addition, since trust is derived
from direct interaction between two people, they can express the
extent of trust reliably.

Additionally, using call duration has the following advantages:
it is implicit, quantifiable, easily verifiable, and easily understood.
In VoIP networks, the VoIP server keeps track of call duration for
billing purposes. Our detection system does not require any alter-
ation of the VoIP infrastructure. Moreover, our system provides
an automatically assigned trust value. It avoids unfair rating prob-
lems.

The cumulative call duration of each friend in the buddy list
is calculated at a time t that might be weekly, monthly, or ev-
ery billing period, depending on the VoIP operator. The raw trust
value of a friend i (Ri) can be computed by comparing this cu-
mulative value (Ci) with the average call duration of all friends
as shown in Eq. (1) where n is the number of friends in the buddy
list.

Ri =
Ci

n
√

C1 ·C2 · ... ·Cn
(1)

In our system, we use the range of numbers between 0 and 1
to represent the trust value, where 0 indicates a spammer and 1
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indicates a normal user. In Eq. (1), assume we have n users in the
buddy list. Ri and Ci represent the raw trust value and cumula-
tive call duration to a friend i respectively. If Ri is greater than
1, it is rounded down to 1. This means that we give higher trust
to friends with a duration of calls longer than average. In our
system, we use the geometric mean as an average function.

In human society, trust depends on past experiences with a per-
son. So, to compute the final trust value, we combine the raw trust
value and historical trust, which is the trust value computed at a
previous time. Let Ti(t) denote the trust value of a friend i at time
t. Ti(t−1) is a historical trust value. The weighted value (α) is
the exponentially weighted sum where 0 < α < 1. According
to human reasoning, we consider past experience before deciding
something. Therefore, in this work, we will give a higher weight
value for historical trust than for raw trust by defining α less than
0.5. The trust calculation formula is shown in Eq. (2).

Ti(t) = αRi(t) + (1 − α)Ti(t−1) (2)

3.1 Distinguishing Legitimate Users and Advertisers in the
Buddy List

Equation (2) is a degraded function applied to a user in the
buddy list who has not been contacted for a long time. It affects
both long-time-no-call friends and subscribed advertisement ser-
vices. However, our raw trust formula can help us improve trust
values for friends by requiring a sufficient level of call duration
as shown in Fig. 2. In this simulation, we calculate trust monthly
(cf. Table 2). The cumulative call durations of friends A and B are
100 and 30 minutes respectively every month. We called friend
C only once, for 20 minutes, in the last month. Ad represents
an advertisement service the user has subscribed to. The result
shows that it is not necessary to establish a very long call in order

Fig. 2 Trust value of each friend in a buddy list.

Table 2 Call pattern of each user in Fig. 2.

Time Total Call Duration (min)

A B C Ad

1 100 30 0 0

2 100 30 0 0

3 100 30 0 0
: : : : :

10 100 30 0 0

11 100 30 0 0

12 100 30 20 0

to increase the trust value. The algorithm is sensitive to human
behavior: bidirectional communication and normal call duration.
The raw trust value is high when the call duration is close to the
average call duration among friends. In this case, the average du-
ration of a call at t = 12 is 39.15, then RC = 0.51. The raw trust
is high enough to make the trust value of user C increase dramat-
ically. At this time, the trust value of friend B is also increased
because of high raw trust. Note that we assign the weighted func-
tion, α, as 0.2 for all simulations.

These formulas affect not only subscribed advertisement ser-
vices but also infected users. For example, a user is infected
silently by malware that registers itself as a user’s friend in the
buddy list. The initial trust value of a friend in the buddy list al-
lows this malicious node to call a user and form a malicious com-
munity to subvert the trust-based system. This is called a Sybil
attack where a spammer obtains many accounts for corrupting
their trust value. However, the trust value of this malicious node
has been continuously decreasing because no user has called this
node. So creating new accounts will not help at all.

4. Trust Inference

A trust value in Section 3 is only assigned to friends in the
buddy list who have direct interaction. In the real world, there is
a possibility that a call will come from an unknown person. If we
use only a trust value in a callee’s buddy list, we will not be able
to properly classify a caller who is not on this list. To solve this
problem, we apply a situation found in human daily life to our
system. Generally, when encountering an unknown person, it is
common for people to ask trusted friends for opinions about how
much to trust this new person. Therefore, to improve the spam
detection scalability, we gather the trust values of an unknown
caller from other friends in the network who already know about
that person in order to classify a call. Hence, the primary property
of trust in this work is transitivity. The trust values of friends in
the buddy list will be shared to other nodes through a relationship
path in the VoIP network. These inferred trusts will be used when
a caller and a callee do not have a direct relationship.

We assume that a VoIP system is represented as a social net-
work. It contains nodes that are user agent clients (UAC). Every
node maintains a buddy list. A VoIP social network is constructed
by connecting a node to all the nodes in its buddy list. To meet
our requirements, the buddy lists are kept in a central database on
the provider side. Each buddy list is shared to others within the
provider side during the trust computing process. For improving
scalability, the buddy lists need to be distributed throughout the
global telephony network. There are already some possible tech-
niques available for sharing the buddy lists. For instance, Trust
path discovery, the IETF Internet draft, offers address book prop-
agation within SIP messages [12]. In general, though, we may
need some agreements between different VoIP providers that al-
low each other to exchange any information related to the users’
buddy lists without privacy concerns. We also assume that any
network that interconnects with others should make use of strong
SIP identity as described in RFC 4474 [13].
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4.1 Trust Propagation
Trust can be inferred from one person to another. In human

reasoning, a person is much more likely to believe his/her friends
than a stranger. Likewise, a trusted acquaintance will also trust
the beliefs of his/her friends, so it is possible to find a path of
friends from trustor to trustee with appropriate discounting [14].
For example, if Alice trusts Bob completely and Bob trusts Carol
completely, then Alice may trust Carol, but not necessarily com-
pletely. So, we decide to use a multiplicative function for propa-
gating a trust value, as shown in Eq. (3).

Tcallee,caller =

caller∏

m∈path

Tm,m+1 (3)

According to the seven degrees of separation, any pair of nodes
in a random network will be connected by a relatively short chain
of random acquaintances. The number of intermediates is finite:
here, the trustor and trustee are connected through not more than
seven intermediaries. This implies that if such mutual chains of
acquaintances are used to determine the initial trust between a
pair of entities, then the method will scale up well because these
chains are likely to be short. In this work, if a callee cannot eval-
uate the trust value of a caller within seven hops, this implies that
the caller is an unknown person.

4.2 Trust Path Selection
In a real network, there may be many trust paths between a

caller and a callee. Computing all trust paths is time consuming
and requires significant computing resources that would affect the
real-time requirement of voice communication. To avoid these
problems, we select only one trust path that produces the highest
trust value between a caller and a callee within the limitation of
relationship length, as shown in Eq. (4); where m is a node along
the trust path within the hop count limitation.

Tcallee,caller = max

⎛⎜⎜⎜⎜⎜⎜⎝
caller∏

m∈path

Tm,m+1

⎞⎟⎟⎟⎟⎟⎟⎠
hop<limit

(4)

We apply a landmark-based method for finding the highest
trust path between two nodes in the VoIP network. This method
uses precomputed information to provide fast estimates of the ac-
tual distance in a very short period of time. We select a subset of
nodes as landmarks in an offline step and then compute distances
from the landmarks to every node. To select a good landmark,
we choose a vertex that is very central in the graph with many
of the shortest paths passing through it. We follow the landmark
selection algorithm proposed in Potamias’s work [15]. With this
method, the cost of the offline computation is O(md), where m

and d are the number of edges and landmarks respectively. Then,
the online computation is only O(d).

5. Evaluation

The accuracy of the SPIT detection system is the ratio of cor-
rectly classified calls. We calculate sensitivity and specificity
to measure the performance of the detection system. Sensitiv-
ity Eq. (5) is the proportion of correctly detected spam calls to
all actual spam calls. With higher sensitivity, fewer actual cases

of SPIT go undetected. Specificity Eq. (6) is the proportion of
correctly detected legitimate user calls to all actual legitimate
calls. Higher specificity indicates that the system detects legit-
imate calls more accurately.

Sensitivity =
True Positive

True Positive + False Negative
(5)

Specificity =
True Negative

True Negative + False Positive
(6)

This section includes a description of the system design, the
simulation information, and 4 experiments performed.

5.1 System Design
The detection module is integrated into the VoIP server at the

carrier side to collect the calling statistic and buddy list for each
user. The initial trust value (Knowninit) is set to all friends in the
buddy list. It can be any value that is greater than the predefined
SPIT threshold. A call from friends present in the buddy list is
accepted automatically. For an unknown caller who is not in the
blacklist, the system will calculate the trust value of this caller
inferred from other nodes in the community. If the inferred trust
is higher than the SPIT threshold, this call will be connected to
the callee. Otherwise, it will be rejected. The callee can decide
to save this caller in his buddy list or not. If not, the system will
store this contact and its trust value in a hidden buddy list for
future use. The hidden buddy list can reduce the computation
task when the same caller, who is in neither the buddy list nor
the blacklist, contacts the callee the next time. For an unknown
caller of whom trust cannot be computed or a new VoIP user, the
system will assign an initial trust value (Unknowninit) and then
connect the call to the callee. This can eliminate the barrier for
new users who do not have a trust value assigned by other users.
The relationship between initial values and the SPIT threshold is
Knowninit > Unknowninit > SPITthreshold. If a callee finds that a
call is spam, he can put this caller number in the blacklist. The
trust value of every node in the blacklist is zero and is also used
in the trust inference process.

5.2 Simulation Parameters and Datasets
An evaluation of our work in the real world would require call

logs from a VoIP system along with actual cases of VoIP spam.
Call logs are hard to come by due to privacy concerns and VoIP
spam is still not widespread enough. Instead, we simulated the
system with a synthetic call workload to evaluate its effectiveness,
ensuring that the simulations model real world call characteristics
as closely as possible. The main objective of the simulations was
to study the performance of the proposed technique in terms of
spam detection accuracy.

Many researches [8], [9] simulated their testbed by only ran-
domly choosing call parties. But in our evaluation, we are con-
cerned about the realism of the VoIP user network. So, we used
two kinds of datasets in the simulation: directed random graphs
and the Epinion social network [16]. A random graph is a graph
that is generated by some random process. It is obtained by start-
ing with a set of n vertices and adding edges between them at
random. We considered the nodes as users and edges as call di-
rections. We adjust the clustering coefficient of the graphs to eval-
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uate our detection accuracy. The latter dataset, Epinions, is the
who-trusts-whom online social network of a general consumer re-
view site Epinions.com. Members of the site can decide whether
to trust each other. All the trust relationships interact and form the
web of trust, which is then combined with review ratings to de-
termine which reviews are to be shown to the user. The details of
these datasets are shown in Table 3. We referred to the published
reports by NTT East Corporation [17], [18] to decide the average
call duration and number of calls of legitimate users. The reports
show the average VoIP call duration of home users and company
users. The average of a home user is 204 seconds and that of a
company user is 124 seconds. The average number of calls of
a legitimate user is 2 calls/day. Other simulation parameters are
shown in Table 4.

Next we will describe 3 experiments that show the detection
accuracy of the proposed technique and prove that the concept of
the seven degrees of separation can be applied to a SPIT detec-
tion system. The forth experiment shows the CPU time of our ap-
proach when calculating a trust value of a caller using various re-
lationship lengths. Next, we compare our proposed method with
the call rate limiting method and prove that the remaining vari-
ables in Table 1 are ineffective in detecting a spam call. Finally,
we compare our proposed with a fuzzy-based detection method.

5.3 Single Spammer with Different Clustering Coefficient
Network

In graph theory, the clustering coefficient (CC) quantifies how
well connected are the neighbors of a vertex in a graph. There-
fore, the different networks have different clustering coefficient
values. Then, the objective of this experiment is to evaluate the
spam detection efficiency with different network characteristics.
We observed the performance with 5 different CC random graphs:
0.1–0.5. Figure 3 compares the results over the different datasets.
From these results, the CC does not affect our spam call classifica-
tion but does slightly influence the legitimate call classification.
The accuracy of legitimate call classification in a high CC net-
work is greater than in a low CC one. In a high CC network, the
nodes are close together, so the trust path length between a caller
and a callee is shorter than in a low CC network. Since a multi-
plicative function is used for the trust inference Eq. (4), the trust

Table 3 Datasets.

Dataset Nodes Edges CC

Random Graph 1,000 Varied Varied
Epinions 75,879 508,837 0.23

Table 4 Simulation parameters.

Parameter Value Description

Normal call duration (sec.) 124–204 Generated by using a normal distribution

Spam call duration (sec.) <10 Generated by using a normal distribution

No. of normal calls per user 2 calls/day The IP phone usage statistics from NTT Corporation [17], [18]

Initial trust value of friend 0.5 This value will be added to a friend in a buddy list automatically
when a user adds his friend for the first time

Trust of unknown caller 0.4 This value is assigned to an unknown caller in the case of no
direct relationship

SPIT threshold 0.25 The optimized value of our proposed technique

No. of advertisement subscribers Varied Some normal users are randomly selected and then some spam-
mers are added to their buddy list

value of a shorter path will be greater than for the longer path.
Therefore, the false positives in a high CC network will be lower.
The effectiveness of an anti-SPIT system can also be evaluated by
observing how quickly it identifies a spammer and isolates it by
preventing it from placing any further calls. Figure 4 illustrates
more details of the sensitivity of two different CCs. From these
graphs, the spammer was detected completely after the first few
time intervals.

5.4 Multiple Spammers
We used the Epinion dataset as the initial VoIP network. We

observed the detection performance with different numbers of
spammers, and found the detection time that the system takes
to completely classify the spammers. Figure 5 shows the aver-
age sensitivity and specificity of the dataset with 1% to 10% of
spammers. The spammers are added in the network at the be-
ginning stage of the simulation. Then, each spammer randomly
generates the spam calls to the victims. From these results, the
number of spammers did not affect the detection accuracy. Ac-
cording to the sensitivity graphs in Figs. 6 and 7, more spammers
affected the spam classification only the first few time intervals.

Fig. 3 Average sensitivity and specificity with different clustering coeffi-
cients.

Fig. 4 Sensitivity of each different clustering coefficient graph.
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Fig. 5 Average sensitivity and specificity with different number of spam-
mers.

Fig. 6 Sensitivity and specificity with multiple spammers (1%).

Fig. 7 Sensitivity and specificity with multiple spammers (10%).

Because we accept the first call of an unknown caller, when the
number of spammers increased, sensitivity dropped because ev-
ery first call of the new spammer was a false negative. However,
the sensitivity increased significantly over the next few time inter-
vals because some nodes in the network had enough information
about the spammers. After this period, the actual trust values of
the spammers were inferred accurately.

From the specificity graphs, although the number of spammers
increased, the detection system still accurately detected legiti-
mate calls. The specificity may have dropped for two reasons.
First, the trust value of a long-time-no-call friend will be de-
creased if we have not called him for a long period. So, if the
trust value of this friend is referred to other nodes, it may pro-
duce a false positive. Moreover, the number of calls per user in
this simulation was only two. This means there might be many
friends in the buddy list that were not called. The false positives
will increase in some periods. Second, the long trust path also
affects the trust value of the legitimate users. As stated in Sec-
tion 4, a multiplicative function is used for propagating a trust
value from caller to callee. The length of the propagation path
will diminish the trust value. Consequently, this value may be
lower than the SPIT threshold, and then the system produces a
false positive. The results of this experiment were captured over

Fig. 8 Average sensitivity and specificity with different relationship length
limitations.

only 12 time points; it seems that the specificity is continuously
decreasing. However, the actual specificity is not stable, some-
times increasing and sometimes decreasing depending on these
two reasons. The average is more than 95%.

5.5 Relationship Length Evaluation
In this experiment, we examine the effects of changing the re-

lationship length limitation on the SPIT detection system. We
adjusted the relationship length limitation in our trust inference
Eq. (4), from 2 to 7 hops. Figure 8 illustrates the average sensi-
tivity and specificity of each hop length. The results show that the
7-hops limitation produced the highest accuracy rate for detect-
ing a spam call because, when we consider a longer path, we can
get more and more information about a spammer. Thus, there is a
higher probability of producing a correct result. In contrast, with
a short relationship length limitation, even though the 2 hops lim-
itation produces the most accurate legitimate call classification,
the number of false negatives is too high. Referring to the proof
of seven degrees of separation [4], the relationship length between
a spammer and a normal user should be longer than 7 hops be-
cause, in general, a spammer is not a friend or acquaintance of
a normal user. Therefore, a 2-hops limitation system is likely to
accept many spam calls, raising the false negative score.

5.6 Computation Time Evaluation
Though, filtering at the carrier has to be done in real-time, the

pre-computation of the trust values has to be made at regular in-
tervals. For example, the trust value of each friend in the buddy
list is updated at weekly, monthly, or at every billing period de-
pending on the VoIP operator as described in Section 3. To evalu-
ate the performance, we show the computation time when a callee
needs to calculate a trust value of friends (single hop) and un-
known callers who need the inferred trust value from other nodes
in the network. This CPU time also includes finding the trust
path between two nodes with seven hops limitation. We did this
experiment on the Epinion social network dataset. The simulation
is run on five machines that have Intel Xeon Quad-core 2.93 GHz
(x2) and 24 GB of memory. Figure 9 shows the average compu-
tation time of a caller’s trust value with different trust path length.
From the result, our system spends a short time to calculate the
trust value of both known and unknown callers. The more distant
the relationship, the more computation time is needed.
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Fig. 9 The average CPU time when calculating a trust value for different
path lengths.

Fig. 10 Sensitivity and specificity of the proposed method and call rate lim-
iting method.

5.7 Call Rate Limiting Comparison
We add more parameters in this simulation. The call duration

of SPIT is generated by a Poisson distribution between 10 and
180 seconds. The 10 seconds duration case is when a person ac-
cepts a SPIT and hangs up immediately after realizing that it is
spam. The 180-second duration is when a telephone answering
machine answers a spam call. The call intervals of a spam call
range from 3 to 600 seconds. The call destinations of a spam call
are random, to both valid and invalid addresses.

In the call rate limiting approach, we calculate a SPIT score
by using the formulas in [19]. The results of the comparison are
shown in Fig. 10. The average sensitivity of the call rate limiting
method is lower than our proposed method because a spammer
can subvert the detection mechanism by imitating a call charac-
teristic of legitimate call behaviors. Even if a spammer makes a
long call to a user, this will not affect our system. As mentioned
in Section 3, the incoming call duration is not used to calculate a
trust value in our system.

5.8 Fuzzy-based Technique Comparison
In this subsection, we compare our proposed method with

the Fuzzy-based approach. We use the fuzzy logic to calculate
trust value between callees and unknown callers in the VoIP net-
work. The following two fuzzy descriptors is used to establish
the methodology for inferring trust: distance and average trust.
( 1 ) Distance: The distance refers to the path distance from a

callee to a caller. The farther the distance (the farther rela-
tionship), the lower the trust level. Figure 11 (left) shows the
fuzzy graph of the distance. It is divided into close, medium,
and far depending on the hop count between a caller and a
callee. The criterion for dividing these three levels is based
on the study of Lekovec which claims that anyone is con-
nected to another person up to seven intermediates [4].

Fig. 11 (left) Distance fuzzy set, (right) average trust fuzzy set.

Fig. 12 Output: inferred trust of an unknown caller.

( 2 ) Average trust: The average trust refers to the average value
of trust that a caller receives from other users who are di-
rectly connected to themselves in the inference paths. Fig-
ure 11 (right) shows the fuzzy graph of the average trust. It is
divided into low, medium, and high, depending on the trust
value between 0 and 1.

After the value of the fuzzy descriptors are determined for each
case of the fuzzy rules below, we can have five results: very low,
low, medium, high, and very high, as shown in Fig. 12. In this
way, we can assign the trust of an unknown caller as one of five
levels.

Rules:
• If distance is far and average trust is low, then trust is very

low.
• If distance is far, then trust is low.
• If average trust is low, then trust is low.
• If distance is medium or average trust is medium, then trust

is medium.
• If distance is close, then trust is high.
• If average trust is high, then trust is high.
• If distance is close and average trust is high, then trust is very

high.
Figure 13 shows the performance evaluation results. The

fuzzy-based method produced a low sensitivity rate. This means
it produced a high rate of false negatives. Based on this result, the
detection accuracy of the fuzzy-based method is lower than our
proposed method.

6. Discussion

One topic not covered so far in this paper is the resistance of
the proposed SPIT detection system to a Sybil attack. In such an
attack, a spammer subverts the trust-based system by creating a
large number of entities and using them to gain a high trust value.
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Fig. 13 Sensitivity and specificity of the fuzzy-based approach.

A trust-based system’s vulnerability to a Sybil attack depends on
how cheaply trust establishment can be generated. However, with
our proposed technique, Sybil nodes would be difficult to con-
struct because of the cost of service usage. Trust in our system
is calculated based on the call duration of outgoing calls. If a
spammer S 1 wanted to maintain a high trust value for a neigh-
bor spammer S 2, S 1 would have to call S 2 frequently. So, if
the spammers wanted to construct a large spammer community,
they would have to call each other frequently to maintain high
trust values. As a result, the spammers would have to pay a lot
of money, making it counterproductive for their business. This
provides a financial disincentive to spammers.

Another concern is a spoofing of call identity. In the worst case,
a sophisticated spammer may be able to break the SIP authenti-
cation mechanism and spoof his identity as a legitimate user. In
this work, we do not propose any prevention technique against
this attack because this is a protocol specification issue. How-
ever, spam activity can be noticed easily through a user’s bill.
The victim should contact an operator to solve the problem.

The one problem with our technique occurs when a user ac-
cidentally marks his friend as a spammer and that friend has no
social linkage with other users (or he is a newcomer). The sys-
tem will raise a false alarm when the trust value of this friend is
propagated to other users. Therefore, calls from other users to
this friend are required in order to increase the trust value.

7. Conclusion

To deal with VoIP advertising calls, we have presented an ap-
proach combining trust ratings and the characteristics of callers.
A trust value based on call duration is calculated for each friend
in the buddy list. This technique provides a simple way to use
call duration as an automatically assigned trust value based on
human behavior. Due to the reliability of this value, it is difficult
for a spammer to subvert the system. The proposed technique is
in keeping with real call behavior and human reasoning. The trust
values of long-time-no-call friends and spammers are decreased
by default. However, the trust value of a legitimate user can be
increased with calls lasting long enough. This supports the bidi-
rectional communication characteristic of a legitimate user call.
To extend the detection scalability, we further proposed a trust
propagation method in case a caller and a callee do not have a di-
rect relationship. Based on realistic simulation results, we found
that the proposed technique can detect all SPIT completely after
a short learning period while keeping a low false positive rate.

We also demonstrated that even when the number of spammers
was increased, the accuracy of spam and legitimate call detec-
tion were still higher than 98% and 95% respectively. The size
and the relationship characteristics among nodes in the network
did not affect the detection efficiency. In addition, the computa-
tion time of our approach is low. These imply that our proposed
technique can be applied to real VoIP networks.

Our proposed detection system meets all the basic require-
ments introduced in Section 1. The sensitivity and specificity
from the experiments show that our system can minimize the
probability of blocking legitimate calls and maximize the proba-
bility of blocking spam calls. Considering the execution process,
the VoIP providers do not need to modify their infrastructures be-
cause our system does not change any protocol stacks. Moreover,
the proposed system does not require additional effort by a user
because the trust value is automatically calculated in the back-
ground. Therefore, it is very convenient for all users.

The IP Multimedia Subsystem (IMS) is a new trend for multi-
media communication. It merges cellular networks with the Inter-
net and existing circuit switched phone systems. Introduction of
the IMS will make VoIP popular and will increase SPIT. There-
fore, in future work, we will extend our proposed method to the
detection of spam calls in an IMS system.
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