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Abstract: A realistic evaluation model that simulates a realistic variation in latency between a large number of Inter-
net nodes is attracting attention for use in simulation studies on large-scale distributed networks (e.g., CDN & on-line
gaming). Therefore, we are attempting to build a new evaluation model by applying time series analysis using an
ARIMA model and a Euclidean embedding technique to a dataset obtained from a global scale measurement service
for this study. The proposed evaluation model not only generates accurate time series data of the latency of each path
on the Internet, but also avoids unrealistic behaviors related to the spatial distribution of latency (i.e., triangle inequality
violation). Furthermore, the performance of a representative distributed latency management and prediction system is
evaluated through computer simulations as a use case of the proposed evaluation model. The evaluation results helped
us to clarify whether or not the proposed model can correctly disclose the impact of the dynamic latency variation on
large-scale distributed systems. An example program of the proposed evaluation model is found in an Appendix of this
manuscript.
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1. Introduction

Network services using large-scale distributed systems such as
cloud computing have recently been widely available over the In-
ternet. For example, a content distribution network [1] has been
constructed of a large number of intermediate servers dispersed
over the Internet, and distributed on-line resources have begun to
be used to provide on-line gaming [2] to many users. In these ser-
vices, each user is assigned to a server selected from a resource
pool, and should be persistently served by that selected one be-
cause the state of a user on the service cannot be easily moved to
the others. However, the network condition (especially, network
latency) between the user and the selected server can dynamically
change due to several factors (e.g., network congestion & mobil-
ity). For example, in the mobile environment, data transmission
route between end-computers can be frequently changed, because
a mobile node connects to a different access network (i.e., router)
than before when handover or offloading occurs. As a result, the
end-to-end latency on the Internet will also fluctuate in the mo-
bile network. Therefore, the resource selection strategy in a large-
scale system needs to be carefully considered by estimating the
future quality of user’s experiences when using the services.

Many researchers have performed simulation studies for eval-
uating their proposed systems or methods on the large-scale dis-
tributed network in order to improve the performance of their dis-
tributed system. However, the existing simulation studies have
not used a realistic network where the network latency changes
over time, and therefore, a fixed network environment has been
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assumed as the simulation model. Furthermore, several existing
researches have focused on modeling the dynamic characteristics
of the Internet [3], [4], [5], but have focused on analyzing only
some fixed paths.

On the other hand, a type of Euclidean embedding that maps
the positional relationship between Internet nodes onto a multi-
dimensional geometric space in order to catch the spatial char-
acteristics of a large-scale system has been studied by many re-
searchers [6], [7], [8], [9]. The Euclidean embedding technique
has been used for managing the network latency between a large
number of Internet nodes and for predicting the unknown latency
of paths that have not thus far been measurement targets. How-
ever, this technique has not been considered as a way to express
the dynamics of a large-scale distributed network.

Therefore, in this study, we attempt to build a realistic network
model that provides simulation studies of a large-scale distributed
network with dynamic network latency characteristics between
a large number of Internet nodes. For our proposed evaluation
model, a mathematical model that can precisely represent the
time variation of end-to-end latency is established by applying
a time series analysis using an ARIMA (Auto-Regressive Inte-
grated Moving Average) model [10] to the measurement results
of a long-term latency observation. In addition, a Euclidean em-
bedding technique is applied to the proposed model in order to
express the latency variation between the nodes dispersed over
the Internet and avoid simulating abnormal situations (i.e., too
many triangle inequality violations of latency). Furthermore, a
computer simulation was conducted to evaluate the performance
of a representative distributed latency management and prediction
system as a use case for the proposed model.
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The rest of this paper is organized as follows. In Section 2, the
existing studies related with the modeling of a dynamic network
condition are introduced. Sections 3 and 4 propose a new method
of modeling the temporal variation of network latency and the
spatial distribution of Internet nodes in large-scale distributed net-
works. In Section 5, the practicality of the proposed model is
evaluated using an example of a distributed system through com-
puter simulation. Finally, the conclusion is presented in Section 6,
and an example program of the proposed evaluation model can be
found in an Appendix.

2. Related Works

Many researchers have evaluated the impact of network latency
on the performance of their services in order to estimate the qual-
ity of user’s experience using a large-scale distributed service.
For example, the quality of on-line gaming is very sensitive to
network latency, so an acceptable level of latency for comfort-
able gaming has been analyzed [11], [12]. In these researches,
an average or a median value of the latencies between nodes
(clients or servers) has mainly been considered, but the impact
of the dynamic change in the latencies on the performance has
not been evaluated. Furthermore, the researchers have focused
on only some fixed paths that were extracted from the network
topology of a distributed service. However, knowledge of the dy-
namic characteristics of the entire network topology is necessary
so that the engineering method such as the resource selection can
be studied through computer simulation.

Therefore, this study attempts to build a new evaluation model
where both the time variation and spatial distribution of the net-
work latencies can be represented for a large-scale simulation
of the distributed network. The existing studies related with the
modeling are introduced in the following parts of this section.

2.1 Modeling of Temporal Latency Variation
Some existing researches have analyzed a network latency

measurement dataset, and have identified a type of distribution
from which the realistic network latencies can be generated. For
example, it has been concluded that the network latency can be
approximated by using a Gamma-like distribution [13], [14]. This
distribution unveils the statistical characteristics of the temporal
latency variation, but does not include any knowledge of the time
series of the latency.

A time series analysis technique was used to analyze the mea-
surement dataset to model the time series data. In the existing
studies, several techniques (e.g., ARIMA (Auto-Regressive Inte-
grated Moving Average) model [10], Brownian motion [15]) have
been used in the time series analysis. The ARIMA model has par-
ticularly been used for modeling the variations in the amount of
data traffic on the Internet and for forecasting the future values
in the time series [3], [4], [5]. A realistic latency dataset that in-
cludes a self similarity characteristic can be generated by using
the ARIMA model [16].

The ARIMA-based modeling in the existing researches can be
used to generate only a dataset where the latency of each path
changes independent of the other paths, but the generated dataset
includes some unrealistic conditions. For example, if a node ex-

periences an increase in network latency, the other nodes close to
it should receive almost the same experience. Therefore, a mod-
eling method should be carefully designed so that it accurately
expresses this spatial relationship of latency variation between
network paths.

2.2 Modeling of Spatial Latency Distribution
As explained in Section 2.1, the spatial relationship of latency

between the Internet nodes should be accurately modeled in order
to generate a realistic dataset of latency variations. Here, a Eu-
clidean embedding that maps a matrix of network latencies be-
tween Internet nodes onto a multi-dimensional Euclidean space
as illustrated in Fig. 1 is a candidate technology [6]. The Eu-
clidean space can be used to express the positional relationship of
the Internet nodes because the physical entities of the nodes (i.e.,
client terminals & servers) are placed at physical places on the
Earth, and therefore, the network latency is roughly proportional
to physical distance between nodes. By appropriately embedding
the nodes on the Euclidean space, the network latency can be de-
rived as the virtual distance between the coordinates of end-nodes
on the space.

Here, a network coordinate system (NCS) is a well-known al-
gorithm for Euclidean embedding [7]. In the NCS, each node
measures the network latency to the others, and the coordinates
of the nodes on a multi-dimensional geometric space are opti-
mized to minimize the difference between the actual latency and
a virtual distance on the space. There can be two types of NCSs,
landmark- and simulation-based systems, based on the embed-
ding algorithm.

In the landmark-based system, the actual latencies among a
small number of representative nodes (or landmarks) are mea-
sured first, and then their optimal coordinates are determined [8].
After that, the other nodes measure their latency to the prede-
termined landmarks, and calculate their own coordinates from
the latencies and the coordinates of the landmarks according to
the triangulation. In contrast, the simulation-based NCS adopts a
completely distributed algorithm [9]. The simulation-based sys-
tem does not assume any centralized point, but analyzes the net-
work latencies of randomly selected paths on the distributed net-
work.

Euclidean embedding has mainly been used to manage the net-
work latency in a static environment, but has not yet been applied
to expressing the temporal latency variation in a large-scale dis-
tributed system.

Fig. 1 Overview of Euclidean embedding.
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3. Proposed Latency Variation Model

We discuss a mathematical model that can precisely represent
the time variation of the end-to-end latency on the many paths
used to construct a large-scale network topology in this section.
A time series analysis using an ARIMA model is applied to the
measurement results of a long-term latency observation in order
to create a realistic model.

3.1 Targeted Dataset
Many kinds of measurement services for various network

performances (e.g., throughput, latency, packet loss rate)
have already been provided through the World Wide Web
(WWW). Net Index [17] summarizes the measurement re-
sults continuously captured by global-scale measurement ser-
vices (Speedtest.net [18] and Pingtest.net [19]), and distributes
the dataset, including the statistics of the performance measures
to the network researchers. In particular, the Pingtest.net mea-
sures the latency between a user terminal and a server set up by
the service provider. The measurement results are summarized
for the users contracting with the same Internet Service Provider
(ISP), and the dataset includes the average latencies per day of
each ISP during the period from October 2009 to May 2012.

In the following section, we extract the average latencies cor-
responding to 643 ISPs operated in the 74 countries from the
dataset. The dataset contains only the daily averages of the end-
to-end latencies on the Internet, and therefore, we attempt to clar-
ify the fundamental characteristic of the temporal latency vari-
ation on a day-by-day basis. Note that the proposed analytical
method does not depend on unit time of the dataset, and hence
can be adapted to the other datasets that record hourly or minutely
average of latencies.

3.2 Analysis Policy of Latency Variation
Figure 2 shows an example of the variation in the round trip

time (RTT) corresponding to four ISPs in the United States. As
illustrated in this figure, the latency between a client and a server
dynamically changes day by day. Furthermore, Fig. 3 depicts
a histogram of the RTT. As mentioned in Ref. [13], the time
variation of the end-to-end delay of many fixed paths produces
a Gamma-like shape due to the self-similarity of the WAN traf-
fic. However, as shown in Fig. 3, the long-term latency variation
does not show the actual shape and includes several peaks. This is
because several path variations may appear during the measure-

Fig. 2 Time variation of daily average of latency.

ment interval and the number of intermediate routers may change
several times.

On the other hand, Fig. 2 shows an important characteristic in
which the latency is continuously increasing and gradually de-
creasing over time. The reason for this characteristic is related
to the occurrences of network congestion on the Internet. Once
the WAN traffic starts to concentrate on some specific part of the
Internet, network congestion continuously worsens. The concen-
tration of traffic gradually dissipates after the degree of the con-
gestion peak. This characteristic should be applied to the time
variation model of the latency.

We attempt to model the above-mentioned characteristics of
the latency variation by using an ARIMA model in this research.
This model is generally referred to as an ARIMA(p, d, q) model,
where the parameters p, d, and q represent the order of the au-
toregressive, integrated, and moving average, respectively. When
the time series data yt, where t is an integer index, is analyzed,
the ARIMA(p, d, q) model is given by the following equation.

Δdyt = m + φ1Δ
dyt−1 + · · · + φpΔ

dyt−p

+ at + θ1at−1 + · · · + θqat−q. (1)

where at is the white noise at time t and m is the mean value of
the time series data. In addition, Δd is an operator that represents
the d-th order difference. For example, Δ1yt and Δ2yt are yt −yt−1

and Δ1yt − Δ1yt−1, respectively. The difference process is used
to transform the linear non-stationary time series into a station-
ary time series. The p-th order autoregressive part and the q-th
order moving average of the white noise are used to model the
stationary time series data.

3.3 Decision of Order Parameters of ARIMA model
A realistic dataset that represents the temporal variation of the

latency can be generated and used for the simulation by appropri-
ately modeling the time series of the latency using the ARIMA
model. Therefore, we first attempt to decide the appropriate pa-
rameters p, d, and q for the model. In this research, the three
parameter patterns (1, 0, 1), (2, 0, 1), and (2, 0, 2) are considered
in order to decide which is the best one. We found that a long-
term average of latencies does not change with time by analyzing
measurement results of many paths (ISPs), hence assume that the
measurement results of the end-to-end latency are stationary time
series (i.e., a parameter d is always set to zero). Furthermore, if
the parameters p and q are set to large values, the ARIMA model
should treat a large number of coefficients (φ1, · · · , φp, θ1, · · · , θq)

Fig. 3 Histogram of time variation of average latency.
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to generate the time series data of each path. As a result, a com-
putational load becomes so heavy for building a simulation model
which decides a set of coefficients of each path by analyzing the
relationship between the coefficients. Therefore, the parameter
patterns with relatively small p and q have been considered as
candidates.

For each parameter set, the time series data corresponding to
each path is analyzed by using R-tool [20], and the coefficients
(φ1, · · · , φp, θ1, · · · , θq) in Eq. (1) and the standard deviation of
white noises (at) are calculated by using a function arima() of the
tool. After that, the time series data is generated from the ARIMA
model with the coefficients by using a function arima.sim() of the
same tool.

First, Fig. 4 illustrates the time variation of both the actual la-
tency corresponding to one path and the latency estimated from
the ARIMA model. As shown in this figure, the time series data
generated from the three ARIMA models catch the characteris-
tics of the measurement results. In order to determine which one
is the best model, Figs. 5 and 6 depict the average and standard
deviation of the latencies on 643 paths, respectively. The statis-
tics (i.e., average or standard deviation) of both the actual RTTs
and the estimated ones corresponding to the same path are plot-

Fig. 4 Example of temporal latency variation.

Fig. 5 Comparison of average latency in ARIMA model.

Fig. 6 Comparison of standard deviation in ARIMA model.

ted on the same x-axis in these figures, and the plots of the paths
are sorted in increasing order of the statistic related to the actual
latency. Therefore, a smaller “Rank” is assigned to a path with
smaller actual latency statistics. As shown in these figures, the
ARIMA model using any parameter achieves more accurately es-
timates the latency. In this study, we have decided to use the
parameter p = 2 and q = 1 (or ARIMA(2, 0, 1) model (Eq. (2)))
to estimate the time series of the latencies on the Internet because
the model appears to accurately catch the steep change in actual
latency.

yt = m + φ1yt−1 + φ2yt−2 + at + θat−1. (2)

3.4 Construction of Simulation Model Using ARIMA Model
In order to build a realistic evaluation model where the network

latency of all the paths changes day by day, the appropriate coef-
ficients (i.e., φ1, φ2, and θ) in Eq. (2) and the standard deviation
of white noise (at) should be decided for each path. Therefore,
we attempt to establish a method for deciding these parameters
by analyzing the dataset obtained from the Net Index.

First, the parameters of each path are estimated from the
dataset of 643 paths over 74 countries by using the R-tool, and
the correlation coefficients between φ1 and the other parameters
are evaluated. As listed in Table 1, φ1 highly correlates with
φ2 and θ, therefore the φ2 and θ of each path can be automati-
cally decided when φ1 is selected. Therefore, it was concluded
that the derivation method for only two parameters (i.e., φ1 and
standard deviation of at) should be established for building the
evaluation model. The following approximation equations can be
determined by using the least squares method.

φ2 = −0.955 × φ1 + 0.914, (3)

θ = −0.971 × φ1 + 1.02. (4)

Next, Fig. 7 shows the probability distribution function of φ1

among the 643 paths. As shown in this figure, the function can
be approximated by using a linear expression, and the approxi-
mation equation is as follows.

F(x) = 0.425x + 0.0351. (5)

Furthermore, Fig. 8 illustrates the probability density function of
the variance in white noise (at). This figure shows that the func-
tion approximately follows the exponential distribution.

Table 1 Correlation coefficient between ARIMA parameters.

φ1 - φ2 φ1 - θ φ1 - variance of at

−0.996 −0.978 0.00112

Fig. 7 Probability distribution function of φ1.
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Fig. 8 Probability density function of variance of at .

f (x) = 0.177 × e−0.168x. (6)

These equations have been derived by using the least squares
method.

Finally, a method for deciding the parameters related to the la-
tency variation on each path is summarized as follows.
( 1 ) Two parameters (φ1 and the variance of at) of each path are

derived according to Eqs. (5) and (6).
( 2 ) The other parameters (φ2 and θ) are selected based on

Eqs. (3) and (4).
( 3 ) The time series data for white noise at is generated based on

the variance.
In this study, the same parameter set (p = 2 and q = 1) of

the ARIMA model can be applied to all paths, hence a set of co-
efficients (φ1, φ2, and θ1) can be decided in a uniform manner as
explained above. On the other hand, the accuracy of the estimated
time series data may improve if each path adopts a different pa-
rameter set from others. However, a different derivation method
of the coefficients should be considered for each parameter set,
and a way to decide the parameter set of each path should also
be proposed. Therefore, we adopt the simulation model using a
uniform parameter set in order not to increase the computational
complexity.

Furthermore, the proposed simulation model has been con-
structed based on the latency measurement dataset obtained from
Net Index, but the construction method does not depend on a spe-
cific dataset. Therefore, if a dataset that includes time series data
of latency between several end-nodes extracted from the target
network could be prepared, the proposed method can generate
the latency variation model that can be used for a large-scale sim-
ulation of the network.

4. Proposed Euclidean Embedding Method of
Latency Variation

In this section, we start by explaining a problem that occurs
when the time variation model proposed in Section 3 is simply
applied to the network latencies of end-to-end paths in a large-
scale distributed network. Furthermore, a new expression method
for the latency variation that can resolve the problem by using the
Euclidean embedding technique explained in Section 2.2 is pro-
posed.

4.1 Problem with Simple Latency Variation Model
A simulation model where the network latency dynamically

changes can be constructed by determining the parameters re-

Fig. 9 Triangle inequality violation in simple evaluation model.

lated to the ARIMA model of each path. However, in such a
model where the latency of each path changes independently of
the other paths, a realistic temporal variation of the network la-
tency between Internet nodes cannot be expressed.

As explained in Section 2.2, the positional relationship be-
tween Internet nodes can be mapped onto a multi-dimensional
geometric space. In the geometric space, the positional relation-
ship among any three nodes should satisfy the triangle inequality,
where the sum of the lengths of any two sides is greater than the
length of the remaining side. However, if the latency of each path
changes independently of the other paths, a triangle inequality vi-
olation frequently occurs on the evaluation model, as illustrated
in Fig. 9.

Of course, there are some triangle inequality violations on
the Internet, because the network topology cannot be completely
mapped onto the Euclidean space. For example, the Internet
nodes connect to the Internet through an Internet Service Provider
(ISP), and the ISPs are complexly interconnected between each
other according to their policies or contracts. Therefore, each
node cannot transmit data packets towards the physical directions
of the others, and the length of the communication path is dis-
torted compared to the physical distance between nodes. How-
ever, if there are too many triangle inequality violations, the ac-
curacy of the evaluation model, which should simulate character-
istics of the Internet, degrades.

Therefore, in this study, we propose a new expression method
for the realistic latency variation between Internet nodes that uses
a Euclidean embedding technique. In the proposed method, the
latency variation is expressed as a movement of the coordinates
on the geometric space.

4.2 Decision of Initial Coordinates of Nodes
The proposed modeling method first decides on the initial coor-

dinates of the nodes on a multi-dimensional geometric space by
using the Euclidean embedding explained in Section 2.2 to ex-
press a realistic variation of the network latencies. The Euclidean
embedding method analyzes the measurement results of the la-
tencies between nodes, and decides on the optimal coordinates of
the nodes to minimize the difference between the actual latency
and the virtual distance on the geometric space.

In this study, we use a “King dataset” that contains the mea-
surements results of the latencies between a set of DNS servers
dispersed over the Internet [21]. The latencies are measured by
using a King tool that estimates the RTT between two arbitrary
DNS servers by using recursive DNS queries. An example of the
King dataset that includes the latencies between all pairs of the
462 servers has been released from Ref. [22]. This dataset cap-
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Fig. 10 Initial coordinates of nodes (King dataset).

Fig. 11 Central point model of latency variation.

tures the realistic characteristics of the latencies on a large-scale
distributed network, and therefore, has been used to evaluate the
performance of the Euclidean embedding method by many re-
searchers.

By applying the Euclidean embedding to the King dataset, the
proposed modeling method decides the initial coordinates of the
computers on the multi-dimensional geometric space, as shown
in Fig. 10.

4.3 Central Point Model of Latency Variation
In order to represent the latency variation on the evaluation

model, the coordinates of the nodes on the multi-dimensional Eu-
clidean space should be adjusted whenever the network latency
of each path is updated according to the ARIMA model, as pro-
posed in Section 3. Therefore, in this study, we propose a new
expression method where the latency variation derived from the
ARIMA model can be easily translated to the movement of the
coordinates on the geometric space.

In the proposed method, a center point coordinate of all the
nodes is defined as a central point of the geometric space, and
the network latency between each node and the central point is
derived based on the proposed ARIMA model at each time. The
coordinate of each node moves in the direction or opposite di-
rection of the central point so that the distance on the geometric
space has the same value as the derived latency, as illustrated in
Fig. 11.

As explained in Section 3.1, the Net Index dataset includes
the measurement results of the latency between a user terminal
and a server prepared by the service provider. The measurement

server should be located on the central point of the Internet in or-
der to provide the measurement services to all the Internet nodes.
Therefore, the assumption of the central point of the geometric
space is reasonable for modeling the latency variation. By using
the central point model, the latency variation can be expressed on
the multi-dimensional geometric space, and therefore, the occur-
rence of triangle inequality violations in the evaluation model can
be avoided.

Finally, we summarize the proposed model for expressing the
latency variation on a multi-dimensional geometric space as fol-
lows.
( 1 ) The initial coordinates of the nodes are decided by applying

the Euclidean embedding technique to the latency dataset as
mentioned in Section 4.2.

( 2 ) A center point coordinate from all the nodes is calculated,
and a distance between each node and the central point is
defined as the initial latency of an ARIMA model.

( 3 ) The parameters related with the ARIMA model of each edge
between each node and the central point are selected as ex-
plained in Section 3.

( 4 ) The time series data of the latency of the edges is generated
according to the ARIMA model.

5. Performance Evaluation of Network Coor-
dinate System Using Proposed Evaluation
Model

In order to clearly evaluate the practicality of our proposed
evaluation model, we should prepare a large amount dataset
which includes long-term measurement results of latencies be-
tween all end-nodes on the target network. And then, simula-
tions of a large-scale distributed system should be performed on
both the dataset of the measured latency and that generated by
the proposed model. However, such a large-scale and realistic
dataset has not been distributed from any organization, and of
course cannot be easily obtained. Therefore, we will confirm a
simulation study for clarifying whether or not a main problem
of the dynamic latency variation model (i.e., triangle inequality
violation) can be solved by our proposed evaluation model. In
this simulation, the network coordinate system (NCS) explained
in Section 2.2 is used as an example of the distributed system
because the performance (i.e., accuracy of the estimated latency)
of the system is markedly affected by the existence of the trian-
gle inequality violation. In particular, the necessity of the central
point model proposed in Section 4 is unveiled by evaluating the
performance of NCS on two types of evaluation models.

5.1 Network Coordinate System: Vivaldi
As described in Section 2.2, the NCS is a well-known Eu-

clidean embedding method, but is attracting attention as a low-
cost management and prediction system of network latencies on
a large-scale distributed system. In the case of Euclidean em-
bedding, the NCS should obtain the latency data on as many of
the paths as possible, and should optimize the coordinates of the
nodes to minimize the difference between an actual latency and
a virtual distance on the space. However, even if only the mea-
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surement results of the latency on a limited number of paths are
gathered, the coordinates of the nodes on the geometric space can
be decided by using the NCS algorithm, and the unknown latency
of the remaining path can be predicted by calculating the virtual
distance between the coordinates of both ends of the path. Of
course, the more measurement results can be obtained, the more
accurate latency prediction can be achieved.

Vivaldi is a well-known NCS algorithm and can be easily used
in a decentralized system [9]. Each node in the system transmits
probe packets to pre-selected neighbor nodes in order to mea-
sure the latency and to obtain their coordinates on the geometric
space. If the latency estimated from the coordinates is different
from the actual one, the coordinate of the node on the geomet-
ric space moves toward an appropriate point so as to reduce the
difference between the actual and estimated ones. The following
equation represents the condition where node A adjusts its coor-
dinate based on the measured latency between nodes A and B.

−→x A ← −→x A + ccwAB(||−→x A − −→x B|| − lAB)u(−→x A − −→x B) (7)

wAB ← wA

wA + wB

ε ← (||−→x A − −→x B|| − lAB)
lAB

wA ← cewABε + (1 − cewAB)wA

where −→x n is the coordinate vector of node n, lnm is the measured
latency between nodes n and m, u(−→x n − −→x m) is the unit vector
in the direction from node m to n, and wn is the uncertainty of
node n’s coordinate. cc and ce are algorithmic constants, and the
authors of Ref. [9] claimed that both parameters should be set to
0.25. By repeatedly adjusting the coordinates of the nodes as
mentioned above, the coordinates will converge towards the ac-
curate points, as shown in Fig. 12.

Furthermore, in the Vivaldi, the coordinate for a node has three
dimensions (X, Y, Height) and the distance di j between nodes i

and j is calculated by using the following equation.

di j =

√
(xi − x j)2 + (yi − y j)2 + hi + h j. (8)

In this equation, (xi, yi, hi) and (x j, y j, h j) are the coordinates of
nodes i and j. A virtual Height is used to represent the component

Fig. 12 Overview of coordinate adjustment in Vivaldi.

of latency that a node experiences in all its paths due to its Internet
access link.

Many enhanced versions of the Vivaldi [23], [24] exist, but we
use the standard Vivaldi in the following sections in order to eval-
uate the fundamental impacts of the temporal variation of latency
of the proposed evaluation model on the prediction accuracy of
the NCS.

5.2 Evaluation Model
For the evaluation of the performance of NCS, the initial la-

tencies between the end-nodes on the distributed network were
obtained from the “King dataset” that contains the measurement
results of the latencies between a set of DNS servers dispersed
over the Internet as mentioned in Section 4.2. By analyzing the
dataset, the network latencies between all pairs of the 462 servers
can be obtained. Two types of evaluation models were built for
the simulation based on the latency dataset.

The first model is a simple latency variation model, where
the latency between the end-nodes in the King dataset is directly
changed day by day according to an ARIMA model. In this eval-
uation model, the parameters related with the ARIMA model are
set to each pair of nodes, and the time series data for the latency
of each path is generated independently of the others as explained
in Section 3.4.

The second model is a central point-based latency variation

model, which uses the proposed central point model. As ex-
plained in Section 4.3, this model first decides the initial coor-
dinates of the end-nodes by using the Euclidean embedding tech-
nique on the King dataset. In this evaluation, the positional rela-
tionship between the nodes is expressed on a two dimensional +
virtual height space, which is the same as the Vivaldi. After that,
the latency between each node and the center point coordinate of
all the nodes is dynamically changed by the ARIMA model. In
the geometric space, the latency between nodes can be derived
by calculating the virtual distance (Eq. (8)) between their coordi-
nates.

By evaluating performance of the NCS on these two models,
we can clarify the practicality of the proposed central point model
explained in Section 4.

5.3 Performance Measure
We use a Relative Error that represents the accuracy of the

predicted latency as a performance measure for the NCS. The
relative error is calculated using the following equation.

Relative Error =
|LatencyM − LatencyP|

LatencyM
. (9)

where LatencyP and LatencyM indicate the predicted latency (i.e.,
virtual distance on the geometric space) and the actual one. The
performance metric has been used by many existing studies on
the NCS, and the Vivaldi algorithm adjusts the coordinates of the
nodes based on the uncertainty parameter (wn in Eq. (7)) derived
by the equation. The relative error of each path is calculated, and
the average relative error among all the paths is used as a perfor-
mance measure.
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5.4 Evaluation on Simple Latency Variation Model
The impact of the time variation of latency on the prediction of

the Vivaldi is evaluated on a simple evaluation model where the
network latency between the end-nodes changes according to the
ARIMA model. In this evaluation, the number of neighbors for
each node is set to 5 or 10% of all the nodes, and each node ob-
tains the latency and coordinates for them by sending out probe
packets in order to adjust their coordinates. Here, Ratio means the
ratio of the neighbors that each node communicates with per day.
For example, when the Ratio is set to 2, each node attempts to
find the better coordinate by checking the positional relationship
of all its neighbors twice each day.

Figures 13 and 14 show the average relative error of all the
paths as a function of the elapsed days when the number of neigh-
bors is set to 5 and 10% of all the nodes. In addition, the data plots
with S tatic show the simulation results of the static environment,
where the latency between the nodes does not change from the
initial state, and the data plots Dynamic indicate the performance
on the dynamic latency variation model. When the elapsed days
is 0, the average error rate becomes 1 because the initial coor-
dinates of all the nodes are set to (xi, yi, hi) = (0, 0, 0), namely
Latencyp in Eq. (9) is 0.

As shown in Figures 13 and 14, in a static environment where
the network latency does not change over time, the appropriate
coordinates for the nodes can be determined, so the average er-
ror rate converges to about 0.2 when the number of neighbors is
set to 10% of all the nodes. In addition, the prediction accuracy
improves more rapidly with the increase in the number of adjust-
ments of the coordinates for each day. The evaluation results in
the static environment show this type of realistic behavior, but
unrealistic situations in the dynamic environment still exist.

Fig. 13 Average relative error vs. elapsed days on simple latency variation
model (Neighbor = 5%).

Fig. 14 Average relative error vs. elapsed days on simple latency variation
model (Neighbor = 10%).

Even when the number of neighbors is set to large and the coor-
dinates are frequently adjusted per day in a dynamic environment,
the prediction accuracy gradually degrades. This is because the
latency of each path between the end-nodes changes independent
of the other paths, and therefore, too many triangle inequality vio-
lations occur in the evaluation model, as explained in Section 4.1.
Therefore, it is concluded that the simple latency variation model
cannot simulate a realistic variation in latency in a large-scale dis-
tributed network.

5.5 Evaluation on Central Point-based Latency Variation
Model

Next, we evaluate the performance of the Vivaldi on the pro-
posed center point-based latency variation model. As explained
in Section 4, the proposed model avoids the occurrence of triangle
inequality violations in the distributed network by mapping the
positional relationship between Internet nodes onto a Euclidean
space.

Figures 15 and 16 show the average relative error as a func-
tion of the elapsed days when the number of neighbors is set to 5
and 10% of all the nodes. As shown in these figures, the average
error rate converges to a smaller value over time than that in the
simple evaluation model. Furthermore, unlike in the simple eval-
uation model, the prediction accuracy of the Vivaldi stabilized by
continuously adjusting the coordinates of nodes, and degradation
of the prediction accuracy due to latency variations can be clearly
confirmed. Therefore, it is concluded that the proposed Euclidean
embedding technique helps to create a realistic evaluation model
where the fundamental characteristic of the distributed network
never changes even if the network latency is dynamic.

However, the prediction accuracy markedly improves in the

Fig. 15 Average relative error vs. elapsed days on central point-based la-
tency variation model (Neighbor = 5%).

Fig. 16 Average relative error vs. elapsed days on central point-based la-
tency variation model (Neighbor = 10%).
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Fig. 17 Execution time of proposed evaluation model.

Table 2 Specifications of computer used for simulation.

CPU Intel Core i3 2.4 GHz
Memory 4 GB

Operating system Windows 7 Pro.

proposed model when compared to the simple evaluation model,
because triangle inequality violations do not occur in the pro-
posed model. In order to completely emulate a realistic network
environment, a realistic amount of triangle inequality violations
should be represented in the evaluation model. Improvement of
the evaluation model will be considered in a future study.

Finally, Fig. 17 shows the execution time of a simulation where
the experiment of 100 days is repeated 100 times on the proposed
evaluation model. The simulation program was written in Java
with R Java Interface (JRI) [25], and was executed on the personal
computer whose specifications are listed in Table 2. As shown in
this figure, the simulation takes longer time as the Ratio and the
number of neighbors increase, because it should simulate more
times of coordinate adjustments of end-nodes. However, the sim-
ulation can be finished in 800 seconds, even when the Ratio and
the number of neighbors are set to 10 and 10%. Therefore, we
conclude that the proposed evaluation model helps researchers of
a distributed system to finish evaluating their proposals in reason-
able time.

6. Conclusions

We have modeled temporal latency variation by applying time
series analysis using an ARIMA(2, 0, 1) model and a Euclidean
embedding technique to a dataset obtained from a measurement
service called Net Index in order to build a new evaluation model
that is useful for evaluating the performance of a large-scale dis-
tributed system on a realistic dynamic network. In addition, the
performance of a representative distributed latency management
and prediction system, Vivaldi, has been evaluated through com-
puter simulations consisting of 462 end-nodes as a use case of
the proposed evaluation model. It has been concluded from the
evaluation results that the proposed evaluation model can avoid
10% of unrealistic degradation of the prediction accuracy due to
too many triangle inequality violations of latencies between Inter-
net nodes, and therefore, can disclose the impact of the dynamic
latency variation on the large-scale distributed system. Further-
more, the simulation where the experiment of 100 days is re-
peated 100 times on the proposed evaluation model has finished
in only 800 seconds, even when the Ratio and the number of
neighbors for each end-node are set to 10 and 10%. In the fu-

ture, we will further improve our proposed evaluation model to
help more realistically express the amount of triangle inequality
violation in a dynamic network environment.
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Appendix

A.1 Derivation of Time Series Data of Net-
work Latency

Derivation process of time series data of network latency be-
tween each end-node and a center point coordinate from all the
nodes is illustrated in Fig. A·1. In this figure, an example program
is written in Java with Java R Interface (JRI), and NumNodes and
ElapsedDays indicate the number of end-nodes in the evaluation
model and a simulation interval.

The derivation process consists of three phases. In the first
phase, a JRI engine is initialized so that functions of R-tool can be
invoked from a Java program. This is shown in Fig. A·1, line 2. In
the second phase, we decide parameters related with the ARIMA
(2, 0, 1) model of each path between each end-node and the cen-
tral point. These parameters are derived according to Eqs. (3), (4),
(5), and (6), and then are set to the JRI engine as shown on line 8–
17. Finally, time series data of network latency of each path can
be obtained from an arima.sim() function of R-tool through the
JRI engine on line 19. The result of the function is converted to
a double array on line 20 in order for the Java program to be able
to treat the time series data.

Fig. A·1 Example program of derivation of time series data.

Fig. A·2 Example program of derivation of updated coordinate.

A.2 Derivation of Updated Coordinate of
Node at Each Time

Derivation process of updated coordinate of node at each time
is illustrated in Fig. A·2. The function DeriveCoordinate derives
the coordinate of node n at time t.

The derivation process consists of two phases. In the first
phase, the unit vector and latency between the initial coordinate
of node n and the center point coordinate is derived, as shown in
Fig. A·2, line 2–4. In the second phase, the coordinate of node
n at time t is calculated from the unit vector, latency, and center
point coordinate on line 7–9. Finally, the updated coordinate of
node n is returned on line 10.
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