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Abstract: Security is one of the most prominent challenges that hinder the acceleration of cloud adoption. Intrusion
detection systems (IDSs) can be used to increase the security level of cloud environments. Therefore, the effectiveness
of the IDS is a crucial issue for cloud security. However, the cloud presents new challenges and requirements, in-
cluding scalability and adaptability, which effective IDSs need to address. Choosing the right deployment architecture
significantly impacts the effectiveness of IDSs in the cloud. Additionally, robust IDSs need novel detection techniques
to keep up with modern sophisticated attacks that target cloud environments. Hence, it is important to understand
the advantages and limitations of different IDSs and how the deployment choice in cloud environments impacts the
IDSs’ effectiveness. This paper presents a novel classification scheme of the state-of-the-art of intrusion detection ap-
proaches in the cloud. This classification sheds light on the existing approaches with respect to the following aspects:
deployment architecture and detection technique. We first classify the existing approaches based on their deployment
architectures. Then, we present a comparative analysis of these approaches with respect to the detection techniques.
We also provide detailed analysis of the strengths and weaknesses of existing approaches. The classification and
analysis will help in the selection of the proper deployment architectures and detection techniques of IDSs in cloud
environments.
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1. Introduction

Cloud computing represents a paradigm shift refactoring the
IT landscape for delivering resources, systems and applications
as services [1]. It promises impressive gains in delivering IT ser-
vices such as the rapid elasticity, reliability, cost reduction, and
quality of service improvement. These advantages are increas-
ingly attracting governments, business organizations, and indi-
viduals to migrate their services and data into the cloud. The
security risks and vulnerabilities leading to various attacks of di-
verse complexities and consequences are one of the prominent
challenges of cloud adoption, as confirmed by various incident
reports and research results [2], [3], [4]. Cloud computing envi-
ronment with its distributed and open structure nature is rapidly
gaining popularity, which makes it an attractive target for attack-
ers to exploit vulnerabilities. Successful attacks can compromise
the integrity, confidentiality, and availability of cloud data, soft-
ware, and virtual assets.

An intrusion detection system (IDS) can offer additional secu-
rity measures for the cloud environment. An IDS can monitor the
cloud environment by investigating audit information about net-
work traffic, application, software service, or virtual machine ac-
tivities. It can also leverage the detection of malicious attempts,
whether from external parties or legitimate users aiming at ex-
ploiting security vulnerabilities or violating security policies. An
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IDS can be applied across different layers of the cloud environ-
ment including the application, infrastructure, virtualization, and
physical layers. In this sense, security monitoring and analysis
via IDSs in the cloud layers is an effective way to increase con-
sumers’ trust by verifying the cloud security.

Employing an effective IDS in the cloud is a challenge from
different aspects. One aspect is the complication of the security
problem due to the cloud’s deep stack of dependent layers. The
functionality and security of a higher layer depend on its lower
layers. This aspect is further augmented by the sophistication of
modern attacks. Another aspect is the new requirements stem-
ming from the unique characteristics of the cloud environment
such as scalability and elasticity. These requirements pose addi-
tional challenges on the traditional IDSs in many ways. Hence,
the development of robust cloud-oriented IDSs must identify and
accommodate such unique cloud requirements. The last aspect is
the deployment architecture selection as each choice has its own
advantages and limitations with respect to the effectiveness of the
IDS.

This paper proposes a classification of IDSs in the cloud. This
classification sheds light on the current state-of-the-art of intru-
sion detection in the cloud. It also offers a comparative analysis
to reason about developing trends in this research area as well as
to characterize each approach with respect to the following as-
pects: deployment architecture and detection technique.

Several contributions can be identified in this paper: (i) it dis-
cusses the necessity of a classification based on the deployment
architectures; (ii) it proposes a classification scheme of IDSs in

c© 2015 Information Processing Society of Japan 392



Journal of Information Processing Vol.23 No.4 392–401 (July 2015)

the cloud; (iii) it presents the advantages and limitations of each
deployment architecture; (iv) it proposes a comprehensive re-
view along with a comparative analysis of the available detection
techniques.

This paper is organized as follows: Section 2 presents related
background and provides a general overview of the cloud com-
puting paradigm as well as an anatomy of the cloud stack in
depth. Then, it sheds some light on the cloud security issues in
general, with more emphasis on the application, infrastructure,
and virtualization layers which are considered as prime targets by
attackers. Section 3 describes our proposed classification scheme
of IDSs in the cloud based on their deployment architectures.
Section 4 discusses the details of each category with respect to
the detection techniques and provides a comparative analysis of
the existing approaches. Finally, the paper outlines the open re-
search issues along with concluding remarks.

2. Cloud Computing

The idea of cloud computing revolves from the NIST defi-
nition [5]: “Cloud computing is a model for enabling ubiqui-

tous, convenient, on-demand network access to a shared pool of

configurable computing resources (e.g., networks, servers, stor-

age, applications, and services) that can be rapidly provisioned

and released with minimal management effort or service provider

interaction”.
The cloud computing model has four deployment models [1]:

Private cloud, a cloud platform dedicated for specific organiza-
tion; Public cloud, a cloud platform available to public users to
use the cloud infrastructure; Hybrid cloud, a private cloud that
can be extended to use resources in public clouds; and Commu-
nity cloud, a cloud platform that supports a community of several
organizations having shared concerns where the cloud can be pri-
vate or public, may be managed by these organizations or a third
party, and may exist on premise or off premise.

2.1 Anatomy of Cloud Stack
As depicted in Fig. 1, the cloud stack is logically organized into

five layers [6]. Each layer covers one or more cloud services. The
cloud stack layers are as follows:
Application Layer: This layer provides software as a service
(SaaS). It targets the end users who traditionally access the soft-
ware services or applications provided by this layer through the
internet. Cloud applications can be composed as a service from
other services, using the concepts of service-oriented architec-
ture (SOA). Google Apps [7] including Google Docs and Google
Spreadsheets are examples of SaaS.
Software Environment Layer: This layer provides platform as
a service (PaaS). It targets cloud app developers who implement
their applications and deploy them on the cloud. It supplies APIs,
platforms such as JVM and .NET, and integrated development en-
vironments (IDEs) such as Eclipse and Microsoft Visual Studio.
This layer accelerates the development, deployment, and man-
agement of cloud applications without installing programming
tools and platforms on the developers’ local machines. Google’s
App Engine [8] is an example of PaaS.
Infrastructure Layer: This layer provides three distinct types

Fig. 1 The cloud stack.

of resources: computational, storage, and networking. These re-
sources are delivered by cloud providers as internet-based ser-
vices through virtualization technologies.
i) Computational resources: They offer infrastructure as

a service (IaaS). They are provided to cloud users in the
form of virtual machines (VMs). Amazon EC2 [9] is an ex-
ample of IaaS.

ii) Storage resources: They offer data-storage as a service
(DaaS). They are provided to the cloud users to store their
data at remote disks and access them anytime from any
place. Amazon’s S3 [10] is an example of commercial cloud
DaaS systems.

iii) Networking resources: They present the concept of net-
work as a service (NaaS). Open VSwitch [11] is an example
of NaaS.

Virtualization Layer: This layer represents the basic software
for managing the physical hardware resources in the physical
layer and the virtualized resources in the infrastructure layer. The
major software foundation behind virtualization in the cloud is
the Virtual Machine Monitor (VMM). The VMM facilitates the
creation and management of VMs, each with separate operating
systems (OSs) and applications. It manages the backend opera-
tion of these VMs by allocating the necessary resources such as
CPU, memory, and storage. KVM [12] and Xen [13] are exam-
ples of the VMM.
Physical Layer: This layer is the backbone of the cloud includ-
ing actual physical hardware resources and switches. In this re-
gard, users of this layer are typically big enterprises with high IT
requirements. They sublease hardware as a service (HaaS), where
a HaaS provider operates, manages, and upgrades the hardware
on behalf of its consumers for the duration of the sublease.

2.2 Security Issues in the Cloud
Each layer in the cloud stack has different implementations and

different security requirements. This results in layer-specific or
cross-layer vulnerabilities which complicate the development of
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a standard IDS model.
Cloud computing inherits most of the core technologies used

in the Web and Internet, virtualization, and other foundation
technologies. The integration of these technologies in cloud
computing systems makes the cloud more vulnerable to secu-
rity risks [14], [15]. Attackers can exploit novel attack venues
as well as existing ones that are already associated with the use
of these core technologies. Additionally, the complexity of the
cloud that stems from the increased number of involved parties,
devices, and applications often leads to an increase in the num-
ber of security holes. The cloud layers share three major security
issues that hinder the acceleration of cloud services adoption as
follows [16], [17], [18], [19], [20], [21]: loss of control, lack of
isolation, and lack of regulation enforcement.
a) Loss of control: Data, applications, software services, and

other assets in the cloud are typically hosted and maintained
in a virtualized environment by third parties.

b) Lack of isolation: This is very critical due to the multi-
tenancy characteristic of the cloud. Virtualization, which is
the motor behind multi-tenancy in cloud layers, may suffer
from vulnerabilities that can allow an attacker or an insider
user to gain access to sensitive assets belonging to co-located
tenants.

c) Lack of regulation enforcement: Cloud consumers may
not be able to enforce regulations that govern the flow and
storage of their information, or even verify if the provider
complies with their security requirements.

The aforementioned issues are emerged due to wide attack vec-
tors within or across the different layers of the cloud. The cloud
application layer is a prime target by attackers due to the exis-
tence of various vulnerabilities. In a recent study, 96% of tested
cloud applications have one or more serious security vulnerabili-
ties [22]. Cloud-hosted application development relies mostly on
existing web and internet technologies. Hence, most of the secu-
rity problems related to web-enabled applications remain relevant
when the same applications migrate to a cloud environment [23].
Vulnerabilities such as injection, cross site scripting, and infor-
mation leakage are still prevalent in cloud applications as they
account for more than 55% of the reported security flaws [22].

The cloud infrastructure and virtualization layers are also
prime targets by attackers due to the existence of operational and
configuration vulnerabilities [24], [25], [26], [27]. According to
the NIST’s bug report [28], the virtualization layer is considered
a dangerous attack surface as a misconfigured VMM could result
in a single point of compromise for the security of all hosted com-
ponents. Attackers can focus their efforts on breaching vulnera-
bilities in the infrastructure layer (VMs) and then escape from one
VM to another VM or to the virtualization layer (VMM). They
may also directly exploit vulnerabilities in the virtualization layer
in order to gain full control over the underlying physical machine
on which the VMs are running. Virtualization vulnerabilities ac-
count for only a small subset of all vulnerabilities. However, it
still represents a growing virtualization security concern espe-
cially in the cloud by creating a new attack surface against the
VMM which can lead to various attacks such as cross-VM side
channel, denial-of-service (DoS), malware, and rootkit attacks.

3. Classification of IDSs in the Cloud

This section discusses our proposed classification of the ex-
isting intrusion detection approaches in the cloud. This classifi-
cation answers the following questions: (i) What is the chosen
deployment architecture in each approach? (ii) What are the ad-
vantages and limitations of each deployment option? The classi-
fication scheme is based on the deployment architectures of these
approaches as shown in Fig. 2.

The deployment architecture selection of an IDS in the cloud
is crucial to its effectiveness. It affects two properties: visibil-
ity and robustness. Generally speaking, an IDS can be consid-
ered effective if: 1) it has a good visibility of the internal state of
the monitored system; 2) it has a high robustness against attacks;
3) it can avoid any evasion attempts*1. To achieve these proper-
ties, conflicting requirements need to be resolved, which lead to
a trade-off among the properties. In other words, an IDS needs
relevant information from the monitored system to analyze in or-
der to detect attacks effectively. The IDS can maintain a better
visibility of the internal state of the monitored system if it is de-
ployed to reside with the monitored system. As a consequence,
better robustness against evasion is also achieved. However, this
comes at the cost of weaker isolation from attacks which can dis-
able the IDS itself or tamper with the collected information.

There exists a lack of classification or taxonomy of existing
intrusion detection approaches in the cloud to understand their
common characteristics and limitations. Patel et al. [29] propose
a taxonomy of IDSs. This taxonomy classifies different aspects:
response type, alarm management, detection method, data col-
lection, audit-data source, time of detection, structure of the IDS,
and technology layout. Modi et al. [30] address surveying the
IDSs in the cloud with respect to their types and detection tech-
niques. Therefore, we propose a comprehensive classification
scheme based on the deployment architectures. This classifica-
tion helps more in identifying how an architecture affects an IDS
with respect to the visibility and robustness properties as well as
the detection techniques. The place of deployment can be dis-
cussed from two perspectives: horizontal and vertical.

3.1 Horizontal Perspective
For horizontal placement, there are three choices to select from

as follows:
Host-based IDS: It resides on the monitored host and performs
intrusion detection by analyzing host-bound audit information
about an operating system, applications, or users. It has a good
visibility of the internal state of the monitored host.
Network-based IDS: It performs intrusion detection from out-
side the monitored host by analyzing network-bound audit infor-
mation about the network traffic of the monitored host. It has
a poor visibility of the internal state of the monitored host.
Hybrid IDS: It inherits the properties of the above mentioned

*1 Evasion means that the IDS fails to recognize the attack. The attack suc-
ceeds to hide its malicious activity or the IDS lacks the ability to identify
the attack. Attacking an IDS involves disabling the IDS itself or tamper-
ing with the collected information to prevent the IDS from detecting the
malicious activity.
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Fig. 2 Proposed classification of intrusion detection approaches in the cloud.

Fig. 3 Mapping between the deployment architectures and cloud stack
layers.

types of IDSs.

3.2 Vertical Perspective
With respect to the vertical placement of the IDS, each de-

ployment choice has its own advantages and disadvantages that
reflect the trade-off between the visibility and robustness prop-
erties. Figure 3 shows the mapping between the categories of
IDSs from vertical perspective and the cloud stack layers. From
this perspective, we classify IDSs in the cloud into five categories
based on the deployment architectures as follows:
Application-based IDS: It monitors the events and activities oc-
curring within a cloud application. It can detect attacks exploit-
ing vulnerabilities or violating security requirements based on the
information visible to the monitored application. It inherits the
same properties of the host-based IDS. The good visibility of
the internal state of the monitored application elevates its robust-
ness against evasion attempts. However, this comes at the cost of

weaker isolation between the IDS and attacks. Some application-
based IDSs such as CloudFilter [31], RunTest [32], ROSIA [33],
AdapTest [34], IntTest [35], CloudFence [36], ECloudFence [37],
CDF [38] and VAM-aaS [42] are deployed in the application
layer and offered as SaaS. Others including TMCA [39] and
DEFCON [40] are deployed in the software environment layer
and offered as PaaS.
VM-based IDS: It monitors the VMs based on the high-level in-
formation available from the perspective of the VM. It may in-
herit the same properties of a host-based, a network-based, or
a hybrid IDS as clarified later in Section 4.2. VM-based IDSs are
deployed in the infrastructure layer. IDSaaS [55], CFU [61], and
CIDS [62] are examples of this type of IDSs.
VMM-based IDS: It allows monitoring the VMs managed by the
VMM based on low-level information available from the perspec-
tive of the VMM. It can perform a host-based, a network-based,
or a hybrid intrusion detection. This deployment architecture
has a better visibility and higher robustness as it leverages the
unique properties of the VMM as explained in details in Sec-
tion 4.3.1. VMM-based IDSs (VMM-ID [43], SVMM [44],
Cloudsec [45], IEH [46], VMFence [47], Maitland [48],
NIDPS [49], MSVM [50], SnortFlow [52]) are deployed in
the virtualization layer.
Physical-based IDS: It enables monitoring the physical network
traffic to detect potential attacks. It inherits the same properties
of a network-based IDS. This type of IDS may not be able to de-
tect any attacks to a virtual network that runs entirely within the
VMM. Physical-based IDSs are deployed in the physical layer.
NIDS-CCE [56] is an example of this type of IDSs.
Cross-layer-based IDS: It spans multiple layers by combining
different choices from the aforementioned IDSs. SilverLine [57]
and mOSAIC-ID [58] are examples of this type of IDSs.

Further details of the proposed categories of IDSs along with
a comparative analysis are presented in the next section.
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4. Classification Details

Following the classification scheme presented in Section 3,
we further study and discuss the existing approaches in terms
of the applied detection techniques. Then, we provide a com-
parative analysis by detailing the common strengths and weak-
nesses of these approaches within the same category. Irrespec-
tive of the deployment architectures, an IDS can use an anomaly-
based, a signature-based, or a hybrid detection technique. An
anomaly-based detection technique compares the normal behav-
ior of users, hosts, network connections, or applications against
observed events in order to identify significant deviations or
anomalies [64], [65]. A signature-based detection approach com-
pares signatures that identify the patterns corresponding to known
attacks or unauthorized behaviors against observed events in or-
der to identify potential attacks or vulnerabilities. A hybrid de-
tection combines anomaly-based and signature-based techniques.
This section answers which detection technique is used in each
proposed IDS and which attacks can the existing approaches
detect?

4.1 Application-based IDSs
4.1.1 Existing Approaches

Most of the application-based intrusion detection ap-
proaches [31], [32], [33], [34], [35], [36], [37], [38], [39], [40]
leverage the benefits of information flow control. Information
flow control is a classical subject of computer security research
which deals with restricting the flow of information between
the objects manipulated by software applications [41]. There
are two trends to incorporate information flow control with
intrusion detection to monitor and attest information flow
security. The first trend utilizes intrusion detection models
based on the attestation of information flow security enforce-
ments [31], [32], [33], [34], [35]. These enforcements can
be specified through security policies that are permissible
in a given application to achieve the integrity and confi-
dentiality of data. The second trend implements intrusion
detection models by leveraging information flow analysis tech-
niques [36], [37], [38], [39], [40]. In what follows, we further
discuss existing approaches with respect to these two trends.

Intrusion detection models [31], [32], [33], [34], [35] that lever-
age the attestation of information flow security enforcements can
detect attacks violating the security policies. This is achieved by
inspecting information flow through three phases. The first phase
is defining security policies that enforce and guarantee the ac-
cepted flow of information. The second phase is monitoring the
information flow to see if it conforms to the security policies. The
final phase is raising an alarm when a policy violation is detected.

CloudFilter [31] detects attacks that violate the confidential-
ity of data-flow to prevent data leakage to unauthorized users or
services. However, it may be defeated by disabling and evad-
ing its components by either a malicious insider or a malicious
cloud provider. RunTest [32] and its evolutions ROSIA [33],
Adaptest [34], and InTest [35] are proposed to be transparent so-
lutions to increase their robustness in the sense that the attesta-
tion cannot be detected by attackers. These approaches detect

and prevent attacks that violate the integrity of data-flow process-
ing. They mainly rely on constructing and analyzing a data-flow
integrity graph to reason about anomalous patterns as an indica-
tion of malicious services which may perform colluding attacks
in a federated cloud application.

Intrusion detection approaches [36], [37], [38], [39], [40] that
leverage information flow analysis techniques can detect attacks
causing anomalous patterns of information flow without causing
violations to security policies. Information flow analysis can be
implemented in static, dynamic, or hybrid analysis techniques.
Taint analysis is one of the information flow analysis techniques
that aims at restricting how tainted data flows inside an applica-
tion. Any taint analysis technique identifies the operations that
can be affected by tainted data. It also imposes constraints over
the data to be sanitized before reaching sensitive sinks. Taint anal-
ysis looks for misuses of tainted data by tracking it through the
application in an attempt to detect and prevent attacks. Tracking
of information flow in the cloud has two primary applications fo-
cusing on integrity and confidentiality properties of information.

CloudFence [36] and its enhanced design ECloudFence [37]
use dynamic taint analysis to detect and prevent attacks that vi-
olate the confidentiality of data-flow in order to protect against
data leakage and unauthorized data access. It is a transparent ap-
proach which increases robustness against attacks. However, it
is still prone to be evaded by malwares as dynamic taint analy-
sis techniques lack the ability to reason about non-explicit data
flows which can occur via implicit assignments or control de-
pendencies. Similarly, TMCA [39] extends the cloud computing
platform of Google App Engine (GAE) for Python with dynamic
taint analysis capabilities to detect injection and cross-site script-
ing (XSS) vulnerabilities. Although TMCA is transparent and
isolated from attacks, it is still prone to evasion as it does not
define a complete list of sensitive sinks in GAE. Specifically, it
declares only the web server as a sensitive sink without consid-
ering other sensitive sinks in GAE. Accordingly, this does not
close all the opening security holes that may exist in the cloud
applications.

Alternatively, CDF [38] relies mainly on static data-flow anal-
ysis to detect vulnerabilities that can lead to data leakage and
violation of data confidentiality. Although static analysis tech-
niques have the ability to reason about all data assignments that
take place on executed as well as unexecuted program branches,
CDF has a low level of robustness as a malicious service provider
can cheat and send source code which is totally different from its
real implementation to a certified third party.

DEFCON [40] extends JAVA runtime environment (JDK) by
combining static and dynamic techniques to leverage their advan-
tages and minimize their limitations. It detects code vulnerabil-
ities that can be exploited by attacks to violate the integrity and
confidentiality of data in cloud applications. DEFCON is trans-
parent which increases its robustness against attacks. It takes into
consideration the analysis of data-flows through implicit assign-
ments. However, it can still be evaded by attacks executing ar-
bitrary code that induce non-explicit data flows through control
dependencies. It has not been tested in cloud settings.

VAM-aaS [42] uses a different technique as it develops a static
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vulnerability analysis tool that uses vulnerability signatures to
detect possible matches in the source code of a target system.
Whenever a vulnerability is reported, mitigation actions speci-
fying the security controls are applied to block the discovered
vulnerability. It has a wide coverage of the top ten vulnerabil-
ities specified by the OWASP (Open Web Application Security
Project) [23]. However, it lacks the ability to detect zero-day
or variants of known vulnerabilities that are beyond its signature
database.
4.1.2 Comparative Analysis

The existing application-based intrusion detection approaches
monitor and verify the security requirements of cloud con-
sumers. This helps elevate the consumers’ trust and confidence
in cloud services and eliminate their fears from loss of con-
trol [31], [32], [33], [34], [35], [36], [37], [42] and lack of isola-
tion [36], [37], [38], [39], [40]. In this sense, security monitoring
and analysis of cloud applications via intrusion detection systems
are effective to detect and prevent attacks violating the security re-
quirements. This is specifically important to protect the integrity
and confidentiality of information from either malicious or vul-
nerable cloud applications.

The majority of the application-based approaches implement
anomaly-based intrusion detection techniques [31], [32], [33],
[34], [35], [36], [37], [38], [39], [40]. The use of information
flow control in these approaches aims at enriching the capability
of detecting attacks that induce insecure information flow against
sensitive assets.

Anomaly-based approaches [31], [32], [33], [34], [35] that
leverage the attestation of information-flow security enforce-
ments have the ability to detect attacks that violate the security
policies. However, this trend has two shortcomings. First, the
specified information flow policies may suffer from incorrectness
or incompleteness which can negatively affect the effectiveness
of this trend. Second, this trend lacks the ability to detect attacks
that do not cause illegal information flow or violate security poli-
cies such as DoS attacks.

Alternatively, anomaly-based approaches [36], [37], [38], [39],
[40] that leverage information-flow analysis techniques have the
ability to detect attacks that may not cause illegal informa-
tion flows. These approaches focus on detecting specific types
of attacks that exploit improper input validation vulnerabilities
namely SQL injection (SQLI) and cross-site scripting (XSS). The
primary reason is that these approaches restrict information-flow
analysis to dynamic data taint analysis which involves only the
analysis of data dependencies but not control dependencies. Data
taint analysis is very effective to detect the named attacks and vul-
nerabilities. Whereas, data flows alone are not sufficient to char-
acterize the full range of attacks that can be revealed by intrusion
detection systems. Also, dynamic taint analysis can reason about
explicit data flows only. This opens doors for malware attacks
that induce non-explicit flows. In general, dynamic taint analysis
is precise and simple in contrast to static analysis but at the cost
of high performance penalty. On the other hand, static analysis
incurs no runtime overhead, augments the detection of security
vulnerabilities during development rather than after production,
and can reason about explicit and non-explicit flows. Whereas, it

has limited applicability in case of applications where data flow
requirements depend on runtime information and may produce
false alarms.

A signature-based approach [42] uses a vulnerability-based
technique. In general, the vulnerability-based signature trend out-
performs attack-based signature trend. This is due to three main
properties: broader coverage of threat detection, smaller size of
signature database, and better detection of known vulnerabilities.
However, the vulnerability-based signature trend still lacks the
ability to detect unknown vulnerabilities that may be exploited
by attackers.

4.2 VM-based IDSs
A VM-based IDS can perform a host-based, a network-based,

or a hybrid detection similar to a VMM-based IDS. However,
the latter has more advanced properties as detailed later in Sec-
tion 4.3.1. Hence, we briefly outline the VM-based approaches
as follows.

Host-based IDSs

A VM-based IDS with a host-based merit allows for monitor-
ing the activity of the operating system and applications running
on the VM and analyzing the information which is visible to the
VM about them. It has a good visibility of the internal states of
the corresponding VM. However, it is not isolated from the VM
and as a result it can be exposed to attacks that can modify the
monitor agent or subvert the acquired information. CFU [61] is
an example of this type of IDSs.

Network-based IDSs

A VM-based IDS with a network-based merit is capable of
monitoring the internal network traffic of the VM. Such an IDS
has a poor visibility of the internal state of the system making it
prone to evasion but it is isolated from attack manipulations tar-
geting the corresponding VM. IDSaaS [55] is an example of this
type of IDSs.

Hybrid IDSs

A VM-based IDS with a hybrid merit combines the features of
both host-based and network-based IDSs. CIDS [62] is an exam-
ple of this type of IDSs.

4.3 VMM-based IDSs
4.3.1 Existing Approaches

Host-based IDSs

A VMM-based IDS that has the merit of a host-based IDS [43],
[44], [45], [46], [48] can capture the dynamic updates of the OSs
and applications running on the monitored VMs. It has three main
features leveraged from the VMM [67]: isolation ensures that the
IDS cannot be exposed to attacks; introspection enables the IDS
to be immune from any evasion attempts; and interposition en-
ables the IDS to reason about certain VMs’ processes executing
privileged instructions.

Hence, a VMM-based IDS enjoys a rich view of the target
systems (VMs) combined with a high robustness against attacks
and evasion attempts. However, it faces a semantic gap prob-
lem [68]. This problem happens because the IDSs are deployed in
the VMM where only low-level hardware information is provided
about the guest VMs such as CPU register values and memory
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content. However, VMM-based IDSs need high-level semantic
information from the OS-level such as the executed system calls
and active processes. To tackle this semantic gap problem, there
are three different deployment architectures of VMM-based IDSs
as discussed in the following paragraphs:
Intrusive. These IDSs have monitoring components deployed in-
side the guest VMs in order to directly access rich high-level in-
formation from the OS-level about the monitored systems. This
deployment architecture is a straightforward approach to close the
semantic gap problem. This deployment option provides access
to a large amount of rich OS-level information enabling efficient
intrusion detection. However, it has the potential to expose the
monitoring agents to malicious users or attackers of guest VMs.
We are not aware of any intrusive approach proposed for the
cloud context. VMM-Honey [59] and Lares [60] are some exam-
ples of intrusive approaches proposed for non-cloud virtualized
environments.
Non-intrusive. These IDSs [43], [44], [45], [48], [53] use virtual
machine introspection (VMI) techniques in order to obtain low-
level information about the hosted VMs without using monitoring
components inside the VMs. To tackle the semantic gap problem,
some approaches [45] construct high-level information from the
introspected low-level information relying on a prior OS-context
knowledge. Cloudsec [45] utilizes VMI techniques in anomaly-
based detection of memory-based rootkit attacks. The high-level
data structures are examined for hidden processes to detect rootk-
its. However, Cloudsec is still prone to evasion through rootkit
attacks attaching to processes which are not hidden. Alterna-
tively, some other approaches [43], [44], [48], [53] rely only on
the inspected low-level information. Maitland [48] utilizes VMI
techniques in signature-based detection of malwares. The content
of memory pages containing executable code is compared against
known signatures of binary executables. Similarly, HCIDS [53]
utilizes VMI techniques in signature-based detection of DoS at-
tacks. VMM-ID [43] and SVMM [44] apply anomaly-based de-
tection of malware attacks. They employ data mining and ma-
chine learning techniques to transform the inspected low-level
data into useful information characterizing the normal execution
behavior of the processes running on the monitored VMs. Both
of them [43], [44] are robust as they take into consideration mal-
wares that may be attached not only to hidden processes, but also
to processes which are not hidden.
Both intrusive and non-intrusive (hybrid). These IDSs [46] em-
ploy both intrusive and non-intrusive components. They compare
two types of high-level information: extracted and reconstructed.
The extracted information is directly obtained by the intrusive
components deployed in the monitored VMs. Non-intrusive com-
ponents, deployed in the VMM, reconstruct the high-level infor-
mation from the introspected low-level information. IEH [46]
follows this deployment architecture. It applies anomaly-based
detection based on any mismatch between these two types of in-
formation. IEH can detect rootkits which cause anomalous links
with processes, files, or network connections.

Network-based IDSs

A VMM-based IDS that has a network-based merit [47], [49]
leverages the VMI techniques. These techniques provide the

capability of analyzing communications in the virtual network
between VMs controlled by the VMM, and between VMM
and VMs. VMFence [47] applies signature-based detection of
network-based attacks relying on SNORT [54]. It may be evaded
by unknown or variants of known attacks whose signatures the
IDS is not aware of. NIDPS [49] combines signature-based and
anomaly-based techniques to detect known as well as unknown
network-based attacks.

Hybrid IDSs

A hybrid VMM-based IDS combines host-based and network-
based merits. MSVM [50] and SnortFlow [52] combine anomaly-
based and signature-based techniques to detect malware as well
as network attacks. MSVM is based on the authors’ previous
tool called NICE [51] which is responsible to create an attack
graph analytical model. MSVM inspects the network packets of
each VM relying on SNORT. Whenever an attack is detected,
the monitored VM is deeply inspected to detect any host-based
intrusion. The host-based components are deployed following
a hybrid approach that combines intrusive and non-intrusive com-
ponents. Any information mismatch is detected to identify the
hidden malicious processes running on the corresponding VM.
At this point, MSVM selects an optimal countermeasure based
on the attack graph model to reconfigure the virtual network and
mitigate the attack. Rootkits attaching to unhidden processes can
still evade MSVM.
4.3.2 Comparative Analysis

The VMM-based approaches offer a unique capability to in-
spect the access interactions between software running on the
VMs and the underlying physical hardware. This capability fa-
cilitates the elimination of the fears from lack of isolation and
loss of control. Additionally, they are able to monitor the security
for all the components in the virtualized cloud environment.

The existing VMM-based approaches employ various types of
intrusion detection techniques. Some approaches [43], [44], [45],
[46] use anomaly-based techniques, some other approaches [47],
[48], [53] use signature-based techniques, and others [49], [50],
[52] are hybrid combining both techniques.

The majority of the approaches that perform host-based intru-
sion detection apply anomaly-based techniques [43], [44], [45],
[46] except Maitland [48] and HCIDS [53]. In general, the cre-
ation of benign profiles for each monitored VM running under
the control of the VMM is a challenging task. The main reason is
that these profiles are heterogeneous and should be adaptable to
accurately represent the dynamic changes in the normal behavior
of the monitored VMs.

Maitland [48] and HCIDS [53] are host-based IDSs that ap-
ply signature-based intrusion detection techniques. This limits
their detection ability to only the known attacks stored in their
databases. In general, applying signature-based techniques to
perform host-based intrusion detection in the cloud can suffer
from the following challenges:
• The creation of a database of attack signatures for all oper-

ating systems and applications hosted on top of the VMM is
challenging in terms of complexity and size of the signature
database.

• The adaptation of this signature database is not an easy task
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as dynamic changes occur during the migration of VMs be-
tween physical hosts.

VMM-based approaches leverage the VMI technique where
some of them [43], [44], [45], [48], [53] choose to follow a non-
intrusive deployment architecture. Others [46], [50], [52] com-
bine intrusive and non-intrusive components. Generally, incor-
porating VMI techniques provides VMM-based IDSs with many
benefits that elevate their effectiveness in terms of visibility and
robustness.

4.4 Physical-based IDS
As there is no difference in physical-based IDSs deployed in

a cloud or a non-cloud environment, we omit the discussion on
physical-based IDSs in this paper. NIDS-CCE [56] is an example
of this architecture. It employs SNORT to perform signature-
based detection of network-based attacks, specifically flooding
DoS attacks.

4.5 Cross-layer-based IDS
This type of IDSs spans multiple layers by combining different

choices from the above mentioned IDSs. It can be deployed at
different architectural layers in the cloud. It can have the merit of
a host-based, a network-based, or a hybrid IDS. There are limited
approaches that follow this deployment option [57], [58].

Host-based IDSs

SilverLine [57] combines VM-based and VMM-based deploy-
ment architectures. It applies anomaly-based detection relying
on the concept of information flow control. SilverLine detects
and prevents data leaks that result from compromise, misconfig-
uration, or cross-VM side channel attacks from co-resident cloud
tenants. It ensures that data from one tenant is not propagated to
untrusted services belonging to other tenants, or to unauthorized
locations outside the specified network.

Hybrid IDSs

mOSAIC-ID [58] combines application-based, VMM-based,
VM-based, and physical-based components. This approach aims
at detecting different attacks such as SQLI, XSS, and DoS. It col-
lects information from different architectural layers to monitor
both the cloud resources and software components in federated
clouds [66]. After that, complex event correlation and semantic
analysis are performed to detect attacks. This approach can be
robust against evasion as it collects information from different
architectural levels. Conversely, its application-based and VM-
based components can still be prone to attacks directed to the
monitored application or the hosted VM.

5. Conclusion

The promise of the cloud cannot be fulfilled until cloud con-
sumers attain more confidence in the security of the cloud en-
vironment. In this regard, intrusion detection can monitor and
verify the security requirements of the consumers in order to in-
crease the security level of the cloud environment. This is impor-
tant to elevate the trust of the consumers in some critical domains,
such as health and banking, to accelerate their process of adopting
cloud technologies.

Throughout this paper, we explore intrusion detection in cloud

computing based on the proposed classification scheme. We clas-
sify the existing IDSs with respect to their deployment archi-
tectures. For each IDS class, we compare and contrast the ap-
plied detection techniques. This study provides a guideline to
consider the effect of the deployment architectures and detection
techniques on the IDSs in the cloud. The classification and analy-
sis help not only in choosing an appropriate existing IDS but also
in evaluating any new IDS.

We observe that the research effort for intrusion detection so-
lutions to address the security issues in the cloud is still inad-
equate. Further research effort is required to consider the uti-
lization of application-based models in detecting other types of
attacks. A deeper investigation is also required to gain the maxi-
mum benefits from deploying IDSs in the VMM. A VMM-based
IDS can have distinctive features of full visibility and high ro-
bustness to perform a host-based, a network-based, or a hybrid in-
trusion detection. Cross-layer-based approaches can be explored
more to offer an integrated solution that secures all the layers
throughout the cloud stack as a whole.

This work focuses mainly on exploring intrusion detection with
respect to two aspects: deployment architecture and detection
technique. Exploring different aspects of IDSs such as the re-
sponse methods taken by an IDS to prevent the detected attacks
is left for future work. We plan to study how the response meth-
ods affect the effectiveness of the IDS. We also agree with the
initiative of creating representative evaluation benchmarks for ex-
perimenting IDSs in real cloud environments [63].
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