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Abstract: We propose a novel unsupervised word alignment method that uses a constraint based on Inversion Trans-
duction Grammar (ITG) parse trees to jointly unify two directional models. Previous agreement methods are not
helpful for locating alignments with long distances because they do not use any syntactic structures. In contrast, the
proposed method symmetrizes alignments in consideration of their structural coherence by using the ITG constraint
softly in the posterior regularization framework. The ITG constraint is also compatible with word alignments that are
not covered by ITG parse trees. Hence, the proposed method is robust to ITG parse errors compared to other alignment
methods that directly use an ITG model. Compared to the HMM, IBM Model 4, and the baseline agreement method,
the experimental results show that, in word alignment evaluation, the IBM Model 4 with the proposed ITG constraint
achieves the best performance on the Japanese-English KFTT and BTEC corpus, and in translation evaluation, the
proposed method shows comparable or statistically significantly better performance on the Japanese-English KFTT,
Japanese-English IWSLT 2007, and Czech/German-English WMT 2015 corpus.

Keywords: statistical machine translation, Inversion Transduction Grammar, unsupervised word alignment, posterior
regularized EM, constrained EM

1. Introduction

Word alignment is an important component of statistical ma-
chine translation (SMT) systems such as phrase-based SMT [22]
and hierarchical phrase-based SMT [7]. In addition, word align-
ment is utilized for multi-lingual tasks other than SMT, such
as bilingual lexicon extraction [25]. The most conventional ap-
proaches to word alignment are the IBM models [4] and the
HMM model [39], which align each source word to a single
target word (i.e., directional models). In these models, bidi-
rectional word alignments are traditionally induced by combin-
ing the Viterbi alignments in each direction using heuristics [32].
Matusov et al. [26] exploited a symmetrized posterior probability
for bidirectional word alignments. In these methods, each direc-
tional model is independently trained.

Previous researches have improved bidirectional word align-
ments by jointly training two directional models to agree with
each other [14], [16], [24]. Such a constraint on the agreement in
a training phase is one of the most effective approaches to word
alignment. However, none of the previous agreement constraints
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have taken into account syntactic structures. Therefore, they have
difficulty in recovering the alignments with long distances, which
frequently occur, especially in grammatically different language
pairs.

Some unsupervised word alignment models such as DeNero
and Klein [11] and Kondo et al. [23], have been based on syn-
tactic structures. In particular, it has been proven that Inver-
sion Transduction Grammar (ITG) [42], which captures struc-
tural coherence between parallel sentences, helps in word align-
ment [44], [45]. However, ITG has not been introduced into an
agreement constraint so far.

We propose an alignment method that uses an ITG constraint to
encourage agreement between two directional models in consid-
eration of their structural coherence. Our ITG constraint is based
on the Viterbi alignment decided by a bracketing ITG parse tree,
and used as a soft constraint in the posterior regularization frame-
work [14]. In addition, our ITG constraint also works on word
alignments that are not covered by ITG parse trees, as a standard
symmetric constraint. Hence, the proposed method is robust to
ITG parse errors compared to an alignment method that uses an
ITG directly in model training (e.g., Zhang and Gildea [44], [45]).

Word alignment evaluations show that the proposed ITG con-
straint achieves significant gains in F-measure and alignment er-
ror rate (AER) on the KFTT [30] and the BTEC Japanese-English
(Ja-En) corpus [38]. Machine translation evaluations show that
our constraint significantly outperforms or is comparable to the
baseline symmetric constraint [14] in BLEU on the Ja-En KFTT,
Ja-En IWSLT 2007 [12] and Czech (Cs)/German (De)-En WMT
2015 [3] corpus.
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The remainder of this paper is organized as follows. In Sec-
tion 2, we explain the conventional generative word alignment
models, the HMM model and IBM Model 4. In Section 3, we
overview the previous agreement method proposed by Ganchev
et al. [14]. In Section 4, we propose an unsupervised word align-
ment method that uses the ITG constraint. In Section 5, we de-
scribe the experiments on various language pairs to show the ef-
fectiveness of our proposed constraint. In Section 6, we analyze
and discuss the results of the experiments. In Section 7, we de-
scribe the related work. In Section 8, we summarize this paper.

2. Generative Word Alignment Models

In this section, we present an overview of the conventional
generative word alignment models, the HMM model and IBM
model 4, into which both previous symmetric and proposed ITG
constraints are incorporated. We follow the notation used in
Ref. [40].

2.1 HMM Model
The source-to-target HMM model is trained by the EM algo-

rithm as follows.
E-step:
(1) Calculate a source-to-target posterior probability −→pθ(zi, j|x) for
each bilingual sentence x = { f , e}, where f = { f1, · · · , fI} and
e = {e1, · · · , eJ}, under the current model parameters

−→
θ as fol-

lows:

−→pθ(zi, j|x) =
−→
θ align(a j|a j−1) · −→θ lex( fi|e j), (1)

where
−→
θ align(a j|a j−1) is the alignment transition probability,−→

θ lex( fi|e j) is the lexical emission probability, and z denotes an
alignment in a sentence pair x. In particular, zi, j = 1, if fi is
aligned to e j (otherwise zi, j = 0).
M-step:
(1) Estimate all parameters

−→
θ (i.e., θalign and θlex) based on the

posterior probability −→pθ(zi, j|x) as follows:

−→
θ align(i|i′)←

∑
x
∑

z
−→pθ(z|x) · ni|i′ (x, z)

∑
x
∑

z
−→pθ(z|x) · n∗|i′ (x, z)

−→
θ lex( fi|e j)←

∑
x
∑

z
−→pθ(z|x) · n fi |e j (x, z)

∑
x
∑

z
−→pθ(z|x) · n∗|e j (x, z)

, (2)

where ni|i′ (x, z) is the number of alignment transition from i′ to i

in the bilingual sentence x, n∗|i′ (x, z) is the number of alignment
transition from i′ to arbitrary location index of the source sen-
tence f in the bilingual sentence pair x, n fi |e j (x, z) is the number
of lexical emmissions from a target word e j to a source word fi,
and n∗|e j (x, z) is the number of lexical emmission from e j to an
arbitrary source word in the bilingual sentence x.

In HMM, marginal numbers for each parameter are efficiently
counted by the forward-backward algorithm. The target-to-
source HMM model is trained similarly to the above-described
source-to-target HMM model.

2.2 IBM Model 4
The source-to-target IBM Model 4 is trained by the EM algo-

rithm as follows.

E-step:
(1) Calculate a source-to-target posterior probability −→pθ(zi, j|x) for
each bilingual sentence x = { f , e}, where f = { f1, · · · , fI} and
e = {e1, · · · , eJ}, under the current model parameters

−→
θ as fol-

lows:

−→pθ(zi, j|x) = p(B0|B1 . . . BJ) · −→θ f er(φ j|e j)

·−→θ head(Bi,1 − Bρ|Eρi )

·
φ j∏

k=2

−→
θ oth(Bj,k − Bj,k−1) · −→θ lex( fi|e j), (3)

where Bj is a list of the location index of the source words which
are aligned to e j, Bj,k is the index of the k-th source word which
is aligned to e j, B0 means the set of source words aligned with
the empty word, p(B0|B1 . . . BJ) is a distribution over the size of
B0, φ j is a fertility size of the target word e j,

−→
θ f er(φ j|e j) is a fer-

tility probability, E j is a word class of a target word e j, ρ j is a
largest location index of the source words contained in Bj, Bj is

the average of all elements in Bj,
−→
θ head(Bj,1 − Bρ j |Eρ j ) is a prob-

ability model for the first aligned target word (head word), and−→
θ oth(Bj,k − Bj,k−1) is a probability model for a target word other
than the head word (we call such a word “not head word”).
M-step:
(1) Estimate all parameters

−→
θ (i.e.,

−→
θ f er,

−→
θ head,

−→
θ oth, and

−→
θ lex)

based on the posterior probability −→pθ(zi, j|x) as follows:

−→
θ f er(i|i′)←

∑
x
∑

z
−→pθ(z|x) · nφ|e(x, z)

∑
x
∑

z
∑
φ′
−→pθ(z|x) · nφ′ |e(x, z)

−→
θ head( fi|e j)←

∑
x
∑

z
−→pθ(z|x) · nhead

Δ j |E (x, z)
∑

x
∑

z
∑
Δ j′
−→pθ(z|x) · nhead

Δ j′ |E(x, z)

−→
θ oth( fi|e j)←

∑
x
∑

z
−→pθ(z|x) · noth

Δ j
(x, z)

∑
x
∑

z
∑
Δ j′
−→pθ(z|x) · noth

Δ j′
(x, z)

−→
θ lex( fi|e j)←

∑
x
∑

z
−→pθ(z|x) · n f |e(x, z)

∑
x
∑

z
−→pθ(z|x) · n∗|e(x, z)

, (4)

where nφ|e(x, z) is the number of fertility φ of a target word e,
nhead
Δ j |E is the number of a relative location j of a word class of a

head word E, and noth
Δ j

is the number of a relative location j of a
word class of a “not head word”. In contrast to the HMM model,
IBM Model 4 cannot use dynamic programming for counting
the marginal numbers of parameters. To solve the problem, the
parameters of IBM Model 4 are approximately estimated as in
Ref. [32].

The target-to-source IBM Model 4 is trained similarly to the
above-described source-to-target IBM Model 4.

3. Previous Agreement Constraint in the Pos-
terior Regularization Framework

This section provides an overview of the previous agreement
method proposed by Ganchev et al. [14], which is our base-
line. The agreement method trains a bidirectional word alignment
model on EM algorithms via the posterior regularization frame-
work where an agreement constraint is used as a soft constraint.
This constraint is based on a simple intuition that the alignment
probability should be the same regardless of its direction (i.e.,
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source-to-target or target-to-source). In the posterior regulariza-
tion framework, the agreement constraint is imposed in the E-step
of the EM algorithm. In particular, a bidirectional word alignment
model is trained as follows:
E-step:
( 1 ) Calculate a source-to-target posterior probability −→pθ(z|x) and

a target-to-source posterior probability←−pθ(z|x) for each bilin-
gual sentence x = { f , e} under the current model parameters
θ = {−→θ ,←−θ }, where z denotes an alignment in a sentence pair
x. In particular, zi, j = 1, if fi is aligned to e j (otherwise
zi, j = 0).
( a ) For HMM Model, each posterior probability is calcu-

lated by Eq. (1).
( b ) For IBM Model 4, each posterior probability is calcu-

lated by Eq. (3).
( 2 ) Symmetrize −→pθ(z|x) and ←−pθ(z|x) under the agreement con-

straint.
In the posterior regularization framework, −→p θ(z|x) and
←−p θ(z|x) are replaced with −→q λ(z|x) and ←−q λ(z|x), defined as
follows:

−→q λ(z|x) =
1

Z−→q
· −→p θ(z|x) · exp(−λ·φagree(x,z)),

Z−→q =
∑

z

−→p θ(z|x) · exp(−λ·φagree(x,z)),

←−q λ(z|x) =
1

Z←−q
· ←−p θ(z|x) · exp(−λ·φagree(x,z)),

Z←−q =
∑

z

←−p θ(z|x) · exp(−λ·φagree(x,z)),

where Z−→q is a normalization term for
∑

z
−→q λ(z|x) = 1 (Z←−q

is analogous) and λ is a vector of weight parameters that
controls the balance between two directional posterior prob-
abilities. Here, φagree is a feature of the agreement constraint,
which assigns each alignment direction to a sign (i.e., +1 or
−1). In particular, φagree is defined as follows:

φ
agree
i, j (x, z) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

+1 (z ∈ ←−Z ) ∧ (zi, j = 1),

−1 (z ∈ −→Z ) ∧ (zi, j = 1),
0 otherwise,

where
−→
Z and

←−
Z are sets of possible alignments generated

by source-to-target and target-to-source alignment models,
respectively.
The agreement constraint is defined as follows:

∀i,∀ j,−→q λi, j (zi, j = 1|x) −←−q λi, j (zi, j = 1|x) = 0, (5)

so that −→q λi, j (zi, j = 1|x) and ←−q λi, j (zi, j = 1|x) become equal
probabilities for each i, j (i.e., −→q λ(z|x) and←−q λ(z|x) are sym-
metrical). To satisfy the constraint (5), each λi, j is updated
by a stochastic gradient descent. Algorithm 1 shows the up-
date procedure of λ on the symmetric constraint. T is an
iteration size of stochastic gradient descent *1.
In particular, based on the symmetric constraint, when
←−q λi, j (zi, j = 1|x) is larger than −→q λi, j (zi, j = 1|x), −→q λi, j (zi, j = 1|x)
increases and←−q λi, j (zi, j = 1|x) decreases until←−q λi, j (zi, j = 1|x)

*1 We set T to 5 in our experiments.

Algorithm 1 Update of λ on symmetric constraint
1: for i← 1, · · · , | f | do

2: for j← 1, · · · , |e| do

3: λ0
i, j ← 0

4: for t ← 1, · · · ,T do

5: for i← 1, · · · , | f | do

6: for j← 1, · · · , |e| do

7: λt
i, j ← −→q λt−1

i, j
(zi, j |x) −←−q λt−1

i, j
(zi, j |x)

equals −→q λi, j (zi, j = 1|x) by increasing λi, j. When −→q λi, j (zi, j =

1|x) is larger than←−q λi, j (zi, j = 1|x), −→q λi, j (zi, j = 1|x) decreases
and ←−q λi, j (zi, j = 1|x) increases until −→q λi, j (zi, j = 1|x) equals
←−q λi, j (zi, j = 1|x) by decreasing λi, j.

M-step:
( 1 ) Estimate all parameters θ based on the symmetrized poste-

rior probabilities −→qλ(z|x) and←−qλ(z|x) as follows:
( a ) For HMM Model, the source-to-target parameters,−→

θ align and
−→
θ lex, are estimated as follows:

−→
θ align(i|i′)←

∑
x
∑

z
−→qλ(z|x) · ni|i′ (x, z)

∑
x
∑

z
−→qλ(z|x) · n∗|i′ (x, z)

−→
θ lex( fi|e j)←

∑
x
∑

z
−→qλ(z|x) · n f |e(x, z)

∑
x
∑

z
−→qλ(z|x) · n∗|e(x, z)

. (6)

The target-to-source parameters,
←−
θ align and

←−
θ lex, are

similarly updated.
( b ) For IBM Model 4, the source-to-target parameters,−→

θ f er,
−→
θ head,

−→
θ oth and

−→
θ lex, are estimated as follows:

−→
θ f er(i|i′)←

∑
x
∑

z
−→qλ(z|x) · nφ|e(x, z)

∑
x
∑

z
∑
φ′
−→qλ(z|x) · nφ′ |e(x, z)

−→
θ head( fi|e j)←

∑
x
∑

z
−→qλ(z|x) · nhead

Δ j |E (x, z)
∑

x
∑

z
∑
Δ j′
−→qλ(z|x) · nhead

Δ j′ |E(x, z)

−→
θ oth( fi|e j)←

∑
x
∑

z
−→qλ(z|x) · noth

Δ j
(x, z)

∑
x
∑

z
∑
Δ j′
−→qλ(z|x) · noth

Δ j′
(x, z)

−→
θ lex( fi|e j)←

∑
x
∑

z
−→qλ(z|x) · n f |e(x, z)

∑
x
∑

z
−→qλ(z|x) · n∗|e(x, z)

, (7)

The target-to-source parameters,
←−
θ f er,

←−
θ head,

←−
θ oth, and←−

θ lex, are similarly updated.

4. ITG Constraint in the Posterior Regulariza-
tion Framework

4.1 Overview
The proposed method introduces an ITG constraint into the

posterior regularization framework [14] in model training similar
to the previous agreement constraint described in Section 3. The
proposed model is trained as follows, where the ITG constraint is
imposed in the E-step of the EM algorithm:
E-step:
( 1 ) Calculate a source-to-target posterior probability −→pθ(z|x) and

a target-to-source posterior probability←−pθ(z|x) for each bilin-
gual sentence x = { f , e} under the current model parameters
θ. This step is the same as the E-step (1) in Section 3.
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( 2 ) Repeat the following steps for all sentence pairs in the train-
ing data.
( a ) Find the Viterbi alignment z∗ through ITG parsing (see

Section 4.2). Here, z∗i, j = 1, if fi is aligned to e j (other-
wise z∗i, j = 0).

( b ) Symmetrize −→pθ(z|x) and←−pθ(z|x) under the constraint of
z∗ (see Section 4.3).

M-step:
( 1 ) Estimate all parameters θ similar to the symmetric con-

straint, based on the symmetrized posterior probabilities
−→qλ(z|x) and ←−qλ(z|x) (Section 4.3). This step is the same as
the M-step (1) in Section 3.

In contrast to the previous agreement method described in Sec-
tion 3, the proposed method introduces the ITG parsing step and
uses a feature function based on the ITG parse trees. We describe
the details of the ITG parsing method and the feature function in
Sections 4.2 and 4.3, respectively.

4.2 ITG Parsing
In this section, we present our ITG parsing method, which uses

a bracketing ITG [42]. The rules of the bracketing ITG are as
follows: A → 〈Y/Z〉, A → [Y/Z], A → fi/e j, A → fi/ε, and
A→ ε/e j, where A, Y , and Z are non-terminal symbols, fi and e j

are terminal strings, ε is a null symbol, 〈〉 denotes the inversion of
two phrase positions, and [] denotes the reversion of two phrase
positions.

In general, a bracketing ITG has O(| f |3|e|3) time complexity
for parsing a sentence pair { f , e}, where | f | and |e| are the lengths
of f and e. For efficient ITG parsing, we use the two-step parsing
approach [43], which has been proposed to induce Synchronous
Context Free Grammar (SCFG) using K-best pruning *2 with time
complexity O(| f |3) *3. Because ITG is a kind of SCFG, this
method can be adopted for our ITG parsing. Algorithm 2 shows
the details of our two-step parsing for parsing a bilingual sentence
x = { f , e}. In Algorithm 2, cubea denotes a list of word align-
ments, cubeph denotes a list of phrasal rules, and chart denotes
a hyper-graph, representing connections of all word alignments
and phrasal rules. The two-step parsing parses a bilingual sen-
tence in the bottom up manner (Steps 1–34), and then derives the
Viterbi alignment z∗ in the top down manner from a constructed
chart (Steps 35–42).

The bottom up parsing firstly generates lexical rules (Steps 1–
21). For the K-best pruning (Step 6), we define the probability for
each lexical ITG rule. Note that all K-best pruning for rules in Al-
gorithm 1 are based on their inside probabilities. The probability
of a rule A→ fi/e j is defined as:

P(A→ fi/e j) =
−→p θ(zi, j = 1|x) +←−p θ(zi, j = 1|x)

2
.

We provide a constant value pnull *4 both to P(A → ε/e j) and

*2 We set K to 30 in our experiments.
*3 Our ITG constarint parses 145 sentences per second in KFTT Japanese-

English corpus (sentence lengths are less than 40), and 38 sentences
per seconds in Hansard French-English corpus (sentences lengths are
less than 80) with 16 threads on Intel(R) Xeon(R) CPU E5-4650 0 @
2.70 GHz × 2.

*4 We set pnull to 10−5.

Algorithm 2 Our two-step parsing
# First step: Bottom up parsing

# Generate lexical rules

1: for i← 1, · · · , | f | do

2: for j← 1, · · · , |e| do

3: cubea ← (A→ fi/e j)

4: cubea ← (A→ fi/ε)

5: cubea ← OneToManyAlignment(i)

6: chart[i, i]← Kbest(cubea)

7: clear cubea, scorebest[i, i], rulebest[i, i]

8: for each lexical rule rlex in chart[i, i] do

9: if S core(rlex) ≥ scorebest then

10: scorebest[i, i]← S core(rlex)

11: rulebest[i, i]← rlex

12: procedure OneToManyAlignment(i)

13: clear chartotm[i, i], rret , scoreotm

14: for j← 1, · · · , |e| do

15: chartotm[i, i]← (A→ fi/e j)

16: chartotm[i, i]← (A→ ε/e j)

17: for each one-to-many rule rotm enumerated in chartotm[i, i] do

18: if S core(rotm) ≥ scoreotm then

19: scoreotm ← S core(rotm)

20: ruleret ← rotm

21: return rret

# Generate phrasal rules

22: for h← 1, · · · , | f | do

23: for all i, j s.t j − i = h do

24: for l← 1, · · · , h do

25: for each subspan Y in chart[i, i + h] do

26: for each subspan Z in chart[i + h, j] do

27: cubeph ← (A→ 〈Y/Z〉)
28: cubeph ← (A→ [Y/Z])

29: chart[i, j]← Kbest(cubeph)

30: clear cubeph, scorebest[i, j], rulebest[i, j]

31: for each phrasal rule rph in chart[i, i] do

32: if S core(rph) ≥ scorebest then

33: scorebest[i, j]← S core(rph)

34: rulebest[i, j]← rph

# Second step: Top down viterbi parsing

35: clear z∗

36: Backtrack(rulebest[1, | f |])
37: procedure Backtrack(ruleviterbi)

38: if ruleviterbi is a lexical rule and contain (A→ fi/e j) then

39: z∗i j = 1

40: else

41: Backtrack(rulebest[span of left child of ruleviterbi])

42: Backtrack(rulebest[span of right child of ruleviterbi])

P(A → fi/ε). In addition, we must provide a probability to a
one-to-many alignment because the two step parsing approach
must pre-compute probabilities for all one-to-many alignments
in the first step (Step 5). One-to-many alignments are composed
of A → fi/e j and A → ε/e j rules. We select a set of rules with
the highest probability for a one-to-many alignment using Viterbi
algorithm, which has a complexity of O(|e|).

The two step parsing secondly generates phrasal rules
(Steps 22–34). To reduce computational cost, the probabilities
of phrasal rules P(A→ 〈Y/Z〉) and P(A→ [Y/Z]) are not trained,
which are set to 0.5 following Saers et al. (2012) [36].
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Table 1 The numbers of parallel sentences for each data set.

Task Corpus Language Pair Train Dev Test
Word Hansard Fr-En 1.13M 37 447

Alignment KFTT Ja-En 330k 653 582
BTEC Ja-En 10k 0 10k

Machine KFTT Ja-En 330k 1.17k 1.16k
Translation IWSLT 2007 Ja-En 40k 2.5k 489

WMT 2015 Cs-En 838k 3k 2.66k
WMT 2015 De-En 2.16M 3k 2.17k

Algorithm 3 Update of λ on ITG constraint
1: for i← 1, · · · , | f | do

2: for j← 1, · · · , |e| do

3: λ0
i, j ← 0

4: for t ← 1, · · · ,T do

5: for i← 1, · · · , | f | do

6: for j← 1, · · · , |e| do

7: if z∗i, j = 1 then

8: if δi, j(x, z) < 0 then

9: λt
i, j ← −→q λt−1

i, j
(zi, j |x) −←−q 0(zi, j |x)

10: else if δi, j(x, z) > 0 then

11: λt
i, j ← −→q 0(zi, j |x) −←−q λt−1

i, j
(zi, j |x)

12: else

13: λt
i, j ← −→q λt−1

i, j
(zi, j |x) −←−q λt−1

i, j
(zi, j |x)

4.3 Proposed ITG Constraint
This section presents the proposed ITG constraint based on the

Viterbi alignment z∗, which has previously been identified by the
bracketing ITG parsing. The ITG constraint uses a feature φITG

instead of φagree:

φITG
i, j (x, z) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0
←−
Y (i, j) ∧ (z∗i, j = 1) ∧ (δi, j(x, z) < 0),

+1
←−
Y (i, j) ∧ (z∗i, j = 1) ∧ (δi, j(x, z) > 0),

−1
−→
Y (i, j) ∧ (z∗i, j = 1) ∧ (δi, j(x, z) < 0),

0
−→
Y (i, j) ∧ (z∗i, j = 1) ∧ (δi, j(x, z) > 0),

+1
←−
Y (i, j) ∧ (z∗i, j � 1),

−1
−→
Y (i, j) ∧ (z∗i, j � 1),

0 otherwise,

where
←−
Y (i, j) = (z ∈ ←−Z )∧ (zi, j = 1),

−→
Y (i, j) = (z ∈ −→Z )∧ (zi, j = 1),

and δi, j(x, z) = −→p θ(zi, j = 1|x) −←−p θ(zi, j = 1|x). Similarly to φagree,
φITG is imposed on −→q λi, j (zi, j = 1|x) and ←−q λi, j (zi, j = 1|x) under
the constraint (5). Algorithm 3 shows the update procedure of
λ on our proposed ITG constraint. If z∗i, j � 1, our feature φITG

i, j

operates similarly to φagree
i, j according to the last three rules. If

z∗i, j = 1, φITG adjusts probabilities of alignments −→q λi, j (zi, j = 1|x)
and ←−q λi, j (zi, j = 1|x) by increasing the lower probability without
decreasing the higher probability according to the first four rules.

For example, when z∗i, j = 1 and −→q λi, j (zi, j = 1|x) is larger than
←−q λi, j (zi, j = 1|x),←−q λi, j (zi, j = 1|x) is increased until←−q λi, j (zi, j = 1|x)
equals −→q λi, j (zi, j = 1|x) according to the second and fourth rules.
When z∗i, j = 1 and ←−q λi, j (zi, j = 1|x) is larger than −→q λi, j (zi, j =

1|x), −→q λi, j (zi, j = 1|x) is increased until ←−q λi, j (zi, j = 1|x) equals
−→q λi, j (zi, j = 1|x) according to the first and third rules. As a result,
probabilities of word alignments in z∗ tend to be higher than those
of the other alignments.

5. Evaluation

We compared our proposed ITG constraint (itg) with the base-
line agreement constraint [14] (sym) on word alignment and ma-
chine translation tasks. In word alignment evaluations, we
used the French-English (Fr-En) Hansard Corpus [28], Ja-En
KFTT *5 [30], and Ja-En BTEC Corpus [38]. We used the first
10K sentence pairs in the training data for the IWSLT 2007 trans-
lation task, which were manually annotated with word align-
ment [8], as the BTEC Corpus. In translation evaluations, we
used the Ja-En KFTT, Ja-En IWSLT 2007 translation tasks *6 and
Cs/De-En WMT 2015. In the KFTT and IWSLT 2007 transla-
tion tasks, each English language model is trained on target side
sentences in the training data. In the WMT 2015 translation task,
we used the news-commentary-v11 *7 and europarl-v7 *8 parallel
datasets for training each translation model, i.e., Cs-En and De-
En, and English news-commentary-v11 and europarl-v7 mono-
lingual datasets for training the English language model. Fol-
lowing Williams et al. [41], we used WMT 2014 test data [2]
as the development data for Cs-En and De-En language pairs.
We conducted compound splitting for all German sentences us-
ing compound-splitter.perl in the moses toolkit *9. Table 1 shows
each corpus size. In each task, all words in the training and de-
velopment data were lowercased and tokenized *10, and sentences
with over 80 words on either side were removed from the training
data. We used cicada *11 for training the HMM and IBM Model 4
with our proposed methods.

5.1 Word Alignment Evaluation
We measured the performance of word alignment with Preci-

sion, Recall, AER, and F-measure [32]. We used only sure align-
ments for the evaluation of word alignment performance [13] *12.
We introduced itg and sym into the HMM and IBM Model 4.
Training is bootstrapped from IBM Model 1, followed by HMM
and IBM Model 4. All models were trained with five consecutive

*5 We used the cleaned dataset distributed on the KFTT official web site
(http://www.phontron.com/kftt/index.html).

*6 BTEC Corpus is a subset of IWSLT 2007. For uniform tokenization,
we retokenized all Japanese sentences both in IWSLT 2007 and BTEC
Corpus using ChaSen [1].

*7 http://www.casmacat.eu/corpus/news-commentary.html
*8 http://www.statmt.org/europarl/
*9 The moses toolkit can be downloaded from

http://www.statmt.org/moses/.
*10 For Cs, De, and En, we used tokenizer.perl and lowercase.perl in the

moses toolkit.
*11 https://github.com/tarowatanabe/cicada
*12 Since there exists no distinction for sure-possible alignments in the

KFTT and BTEC data sets, we treated all alignments of them as sure
alignments.
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Table 2 Word alignment performance.

Hansard Fr-En KFTT Ja-En BTEC Ja-En
Method P R F AER P R F AER P R F AER
HMM+none 0.7043 0.8995 0.7900† 0.0646† 0.5301† 0.3971 0.4623 0.5377 0.6605 0.3122 0.4425 0.5575
HMM+sym 0.7002 0.9123† 0.7923† 0.0597† 0.5156 0.4281† 0.4678† 0.5322† 0.5689† 0.3768 0.4534 0.5466
HMM+itg 0.6961 0.9049 0.7869 0.0629 0.526 0.4232 0.4690 0.5310 0.5692 0.3719 0.4499 0.5501
IBM Model 4+none 0.6990 0.8772 0.7780† 0.0775 0.7390 0.4229 0.5379 0.4621 0.7020 0.3174 0.4454 0.5546
IBM Model 4+sym 0.693† 0.8910† 0.7800† 0.0693† 0.7117 0.4542† 0.5545 0.4455 0.6609 0.3721† 0.4761 0.5239
IBM Model 4+itg 0.6957 0.8853 0.7791 0.0710 0.7231 0.4586 0.5613 0.4387 0.6723 0.3744 0.4809 0.5191

Table 3 Machine translation performance.

KFTT IWSLT 2007 WMT 2015
Method Ja-En Ja-En Cs-En De-En
HMM+none 18.9 46.4 11.7 14.3
HMM+sym 18.9 46.3 11.9 14.3
HMM+itg 19.2 47.0 12.0 14.6
IBM Model 4+none 18.8 46.7† 11.7 14.2
IBM Model 4+sym 19.3† 45.9 11.8† 14.3†

IBM Model 4+itg 19.4 46.7 11.8 14.3

iterations. In the many-to-many alignment extraction, we used
the filtering method [26], where a threshold is optimized on AER
of the corresponding baseline model (i.e., HMM+sym or IBM
Model 4+sym) *13.

Table 2 shows the results of word alignment evaluations,
where none denotes that the model has no constraint. The values
in bold represent the best score, and † indicates that the differ-
ence from the corresponding proposed model (i.e., HMM+itg or
IBM Model 4+itg) is not statistically significant according to the
paired bootstrap resampling [20] (p ≤ 0.05). As can be seen in
Table 2, on IBM Model 4, itg achieved significant improvement
against sym and none in KFTT and BTEC Corpus (p ≤ 0.05).
However, in the Hansard Corpus, itg is comparable to sym. This
indicates that capturing structural coherence by itg yields a sig-
nificant benefit to word alignment in a linguistically different lan-
guage pair such as Ja-En. On HMM Model, itg shows no im-
provement against sym both in KFTT and BTEC Corpus although
itg achieved significant improvement against none both in KFTT
and BTEC Corpus. We discuss more details about the effective-
ness of the ITG constraint, including a possible reason for this
observation, in Section 6.

5.2 Translation Evaluation
We measured translation performance with BLEU [33]. We

used the Moses phrase-based SMT systems [21] for decoding.
All language models are 5-gram and trained using SRILM [37].
When extracting phrases, we applied the method proposed by
Matusov et al. [26], where many-to-many alignments are gener-
ated based on the averages of the posterior probabilities from two
directional models *14.

We set the distortion-limit parameter to infinite *15, and other
parameters as default settings. Parameter tuning was conducted
by 100-best batch MIRA [5] with 25 iterations.

Table 3 shows the average BLEU of five different tunings. In
Table 3, the values in bold represent the best score, and † indicates

*13 We tried values from 0.1 to 1.0 at an interval of 0.1.
*14 The posterior thresholds were decided in the same way as the word align-

ment evaluation.
*15 This setting is generally used for Ja-En translation tasks [29].

that the comparisons are not significant over the corresponding
proposed model (i.e., HMM+itg or IBM Model 4+itg) according
to the bootstrap resampling test (p ≤ 0.05). We used multeval [9]
for significance testing.

As can be seen in Table 3, in all tasks, itg achieved signifi-
cant improvement against both none and sym on HMM model.
On IBM Model4, itg significantly outperforms none and is com-
parable to sym in KFTT and WMT 2015, while itg significantly
outperforms sym and is comparable to none in IWSLT 2007. We
discuss more details about these results in Section 6.

6. Discussion

6.1 Effects of ITG Constraints on Word Alignment and
Translation

We discuss the effect of our ITG constraint on word align-
ment and machine translation. As described in Section 4, the
ITG constraint is imposed in the E-step of the EM algorithm, not
in decoding steps. In other words, the ITG constraint is not di-
rectly applied to the development and test sets. Therefore, for the
sentences that are not contained in the training corpus, the word
alignments are calculated using the emission, transition, and fer-
tility tables trained with the constraint. This means that the effects
of the constraint are implicitly reflected in the alignment results.
On the other hand, the effects of the constraint are directly re-
flected in the machine translation results because the phrase ta-
bles are extracted from the posterior probabilities calculated in
training steps. We would like to improve our model by imposing
our ITG constraint on decoding steps in future.

6.2 Comparison between Symmetric and ITG Constraint
As can be seen in Tables 2 and 3, better word alignment does

not always result in better translation, which follows the previ-
ous reports [13], [15]. For example, in KFTT, itg is compara-
ble to sym on IBM Model 4 in machine translation; however,
itg achieved significant improvement over sym in terms of word
alignments.

On the other hand, on IBM Model 4 in BTEC, itg outperforms
sym both on word alignment and machine translation. In this sec-
tion, we try to explore factors of the improvements.
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Table 4 Percentage of sentences which have gappy alignments.

Method KFTT Ja-En IWSLT2007 Ja-En WMT15 Cs-En WMT15 De-En
HMM+none 46.63% 1.95% 10.87% 29.34%
HMM+sym 49.75% 2.69% 11.47% 31.21%
HMM+itg 48.20% 2.62% 10.99% 30.56%
IBM Model 4+none 7.45% 1.28% 1.24% 4.23%
IBM Model 4+sym 9.88% 2.10% 1.64% 6.06%
IBM Model 4+itg 9.18% 1.83% 1.51% 5.97%

Table 5 Word alignment performance for each source sentence length.

(a) Sentences with length from 1 to 10.

KFTT Ja-En BTEC Ja-En
Method P R F AER P R F AER
IBM Model 4+none 0.8733 0.6527 0.7471 0.2529 0.6990 0.3671 0.4814 0.5186
IBM Model 4+sym 0.8597 0.6802 0.7595 0.2405 0.6607 0.4363 0.5255 0.4745
IBM Model 4+itg 0.8460 0.6823 0.7554 0.2446 0.6717 0.4406 0.5321 0.4679

(b) Sentences with length from 11 to 20.

KFTT Ja-En BTEC Ja-En
Method P R F AER P R F AER
IBM Model 4+none 0.7218 0.4943 0.5868 0.4132 0.7049 0.2945 0.4154 0.5846
IBM Model 4+sym 0.6939 0.5419 0.6086 0.3914 0.6641 0.3446 0.4538 0.5462
IBM Model 4+itg 0.7234 0.5381 0.6171 0.3829 0.6760 0.3452 0.4570 0.5430

(c) Sentences with length from 21 to 30.

KFTT Ja-En BTEC Ja-En
Method P R F AER P R F AER
IBM Model 4+none 0.7426 0.4418 0.5540 0.4460 0.7038 0.2397 0.3576 0.6424
IBM Model 4+sym 0.7118 0.4757 0.5703 0.4297 0.6511 0.2657 0.3773 0.6227
IBM Model 4+itg 0.7337 0.4865 0.5850 0.4150 0.6642 0.2658 0.3797 0.6203

(d) Sentence with length more than 30.

KFTT Ja-En BTEC Ja-En
Method P R F AER P R F AER
IBM Model 4+none 0.7184 0.3805 0.4975 0.5025 0.7120 0.1910 0.3012 0.6988
IBM Model 4+sym 0.6916 0.4093 0.5143 0.4857 0.6299 0.1971 0.3002 0.6998
IBM Model 4+itg 0.6992 0.4127 0.5191 0.4809 0.6396 0.2002 0.3050 0.6950

Fig. 1 Word alignment examples on the BTEC corpus.

Figure 1 shows word alignment examples of IBM Model
4+sym and IBM Model 4+itg on the BTEC corpus. As can be
seen in Fig. 1, IBM Model 4+sym often generates wrong gappy
alignments such as “ga(Ja)-I(En)” and “ga(Ja)-my(En)” while itg

could prevent such wrong gappy alignments by considering struc-
tural coherence. These wrong gappy alignments could disturb the
phrase extraction, because excessively long phrase pairs are ex-
tracted by bridging the gaps in wrong alignments or simply no
phrase pairs are extracted from wrong gappy alignments. Table 4
shows the percentage of sentences which have gappy alignments
in each training corpus used in the translation evaluation. We treat
a word alignment bridge with more than phrase extraction limit

length *16 as a gappy alignment. As can be seen in Table 4, gappy
alignments generated by itg are fewer than those generated by
sym on all corpora. From the results, a better machine tranlation
performance of itg than sym can be caused by fewer gappy align-
ments. Note that, from Table 4, none is the best model in terms
of the number of gappy alignments although translation perfor-
mance of none is lower than that of sym and that of itg. As re-
ported in Ref. [13], recall of word alignments is more important
than precision of word alignments for translation performance.
From Table 2, none has lower recall of word alignments than sym

and itg. This lower recall might lead to lower translation quality
although none is superior in terms of gappy alignments.

Some researches such as Ref. [27] have reported that the im-
provement of word alignment for longer sentences increases the
translation qualities. We evaluated the word alignment perfor-
mance of each IBM Model 4 for each source sentence length on
the corpus which is also used in machine translation evaluation,
i.e., BTEC and KFTT. The results are shown in Table 5, where
the values in bold indicate the best scores. Table 5 shows that itg

outperforms sym in AER and F-measure for longer sentences in
BTEC and KFTT. In particular, IBM Model4+itg is better than

*16 We used 7 as the phrase extraction limit length in the translation evalua-
tion.
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IBM Model4+sym for sentences with more than 20 in length in
KFTT, and IBM Model4+itg outperforms IBM Model4+sym for
all settings in BTEC. From the results, the improvement of the
proposed ITG constraint for machine translation performance can
be caused by the improvement of word alignment performance
for long sentences. In addition, the observation that our ITG con-
straint is effective for long sentences, supports our expectation
that our ITG constraint is helpful for locating alignments with
long distances.

6.3 Comparison between HMM and IBM Model 4 with ITG
Constraint

In this section, we discuss the difference between the effective-
ness of the ITG constraint for HMM and that for IBM Model 4.

In word alignment evaluation, the IBM Model 4+itg is bet-
ter than HMM+itg in the Japanese to English language pair. On
the other hand, HMM+itg is better than IBM Model 4+itg in
the French to English language pair. In translation evaluation,
HMM+itg achieves statistically significantly better BLEU scores
(p ≤ 0.05) than IBM Model 4+itg on the Czech to English,
and the German to English language pairs. In the Japanese to
English translation settings, the difference of BLEU scores be-
tween HMM+itg and IBM Model 4+itg is not statistically sig-
nificant. These observations in word alignment evaluations and
machine translation evaluations follow the already-known obser-
vations from the comparisons between conventional HMM (i.e.,
HMM+none) and conventional IBM Model 4 (i.e., IBM Model
4+none) [40].

Although itg achieves the best performance on translation eval-
uations both for IBM Model 4 and HMM Model (see Table 2),
itg does not always outperform sym on the HMM model in word
alignment evaluations. In particular, HMM+sym is better than
HMM+itg on the BTEC corpus. We discuss the reason. In an
alignment model with itg, word alignments depend on ITG parse
trees, and they are updated iteratively through the EM algorithm
in the training phase. In early iterations of the EM algorithm,
the estimated alignments are less reliable, and ITG parses are
conducted based on these less reliable word alignments. These
low-quality ITG parse trees can have a bad effect for successive
word alignment estimation, and thus lead to the decrease of word
alignment performance. We examine the F-measure of the word
alignments of the first iteration of the EM estimation for each
model in a similar way to the word alignment evaluation in Sec-
tion 5. Table 6 shows the results. From Table 6, we can see
that the F-measure of HMM+itg is significantly lower than that
of IBM Model4+itg at the first iteration for each corpus. These
less reliable initial word alignments can be the reason for the in-
effectiveness of the ITG constraint for HMM model.

Table 6 F-measure of the word alignment on first iteration for each model
with ITG constraint.

Model Hansard Fr-En KFTT Ja-En BTEC Ja-En
HMM+itg 0.7594 0.4272 0.4066
IBM Model 4+itg 0.7656 0.5343 0.4800

7. Related Work

Several researches have considered syntactic structures into
word alignment models. Riesa et al. [34], [35] have proposed
supervised word alignment models based on syntactic structures
from constituent parse trees. DeNero and Klein [11] and Kondo
et al. [23] have proposed unsupervised word alignment models
based on syntactic structures from constituent and dependency
parse trees, respectively. However, these models need human-
annotated parse trees.

Some alignment models have been based on Inversion Trans-
duction Grammar (ITG) [42], which does not require any hu-
man annotations. Haghighi et al. [17] proposed a supervised
word alignment method based on ITG structures. Zhang and
Gildea [44], [45] used ITG structures for EM estimations, where
ITG is used as a hard constraint rather than a soft constraint.

To improve bidirectional word alignments, an agreement con-
straint has been used. Ganchev et al. [14] have incorporated the
symmetric constraint into the posterior regularization framework,
a kind of constrained EM. Their method jointly learns both direc-
tional two word alignment models. Kamigaito et al. [19] have ex-
panded the Ganchev’s agreement constraint to take into account
the difference of function words and content words. Note that
these methods do not consider syntactic structures.

8. Conclusions

We have proposed a novel unsupervised alignment method that
uses an ITG constraint based on bracketing ITG parse trees as a
soft constraint of the posterior regularization framework. Due
to the ITG constraint, the proposed method can symmetrize two
directional alignments based on their structural coherence. Our
evaluations have shown that the IBM Model 4 with the proposed
ITG constraint achieves the best word alignment performance on
the Japanese-English KFTT and BTEC corpus, and significantly
improves, or at least keeps, the baseline machine translation per-
formance on the Ja-En KFTT, the Ja-En IWSLT 2007 task, and
Cs/De-En WMT 2015. This indicates that the proposed method
yields a significant benefit to the machine translation quality, and
word alignment quality of linguistically different language pairs.

In future work, we plan to incorporate a phrasal ITG [6], [10],
[31] instead of a bracketing ITG to efficiently handle many-to-
many alignments.

Acknowledgments This paper is an extension of our
manuscript presented by EMNLP 2016 [18] with more detailed
analysis and experiments on various language pairs.
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