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Abstract: Recommender systems support users by helping them choose items, and explanations for the recommenda-
tions further enhance such support. Previous explanation styles were based on information about users and items, such
as the demographics of users and contents of items. Contexts, such as “usage scenarios” and “accompanying persons,”
have not been used for explanations, although they influence user’s choice of items. In this paper, we propose a context
style explanation method, presenting contexts suitable for consuming the recommended items. The expected impacts
of context style explanations are as follows: 1) persuasiveness: recognition of a suitable context for usage motivates
users to consume items, and 2) usefulness: envisioning a context helps users to make the right choices because the
values of items depend on contexts. We evaluate the persuasiveness and usefulness of the context-style explanation by
a crowdsourcing-based user study in a restaurant recommendation setting. The context style explanation is compared
to the demographic and content style explanations. We also combine the context style and other explanation styles,
confirming that hybrid styles improve the persuasiveness and usefulness of the explanation. Further, we investigate the
personal preferences for explanation styles and reveal how gender and age relate to such preferences. The contributions
of this paper are: the proposal of the novel context style explanation method, the demonstration of the persuasiveness
and usefulness of the proposed method by a user study, and the findings of gender- and age-dependence of explanation
style preferences.
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1. Introduction

Recommender systems help users to select items from a large
number of candidates. Such systems estimate user’s preference
for items (such as books, movies, and restaurants) from past his-
tories of user’s actions (such as purchases, views, and visits), and
then present items that fit the user’s tastes. Users can then select
their favorite items from the recommended items.

Explaining the reason for recommendations further supports
user decision-making, as it helps a user understand why an item
is recommended; such an understanding leads to a better decision
regarding whether to choose the recommended item. The expla-
nation also invokes the user’s interest in the recommended item.

Several explanation styles have been proposed [27], [32], [33],
[35]. For example, the neighbor style explanation provides rat-
ings from similar users. The influence style explanation shows
items related to those recommended from user’s purchase his-
tory. The demographic style explanation describes user’s age
and gender. The content style explanation displays item fea-
tures, such as keywords for books and user-generated tags for
movies. These four styles are based on information related to
users or items because these elements influence user’s decision
processes [11], [28].

Contextual factors such as time, location, companion, and
purpose are also essential elements that affect user’s decision-
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making [9]. Context-aware recommender systems [1], [2] have
been developed to model user’s choices under various contexts,
improving the prediction performance for items preferred by
users.

However, contexts have never been used for the explanation of
recommendations. Contexts are entities different from users and
items, and previous explanation methods have used information
of either users or items. Considering that user’s decisions depend
on contexts, explaining recommendations using context will help
users.

In this study, we propose a new style of explanation using con-
texts. The context style explanation presents contexts suitable for
the recommended items. For example, “This restaurant is rec-

ommended to you because it is suitable for dates with your girl-

friend/boyfriend”, where “dates with your girlfriend/boyfriend”
is the context presented as an explanation. The selected context
should also be related to the user; the user might be more inter-
ested in the explanation if she or he is familiar with the context.
To generate appropriate context style explanations and item rec-
ommendations, we select context-item pairs for each user by ful-
filling three affinities: a) a user-item match, b) an item-context
match, and c) a user-context match.

We expect two impacts of contexts in explanations:
• Persuasiveness: the exhibited contexts induce users to pic-

ture situations in which they will consume the recommended
items in the future, motivating them to make choices.

• Usefulness: users select items based on contexts. There-
fore, suggested usage contexts should help user’s decision-
making.

In this study, we investigate these aforementioned impacts of
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Table 1 Overview of the conventional explanation styles and the proposed context style explanation.

Explanation Style Displayed Information Example

Neighbor
Ratings or the fact of purchases

of similar users
Users similar to you also visit this restaurant

Influence
Items related to recommended ones

from users’ past consumption
Recommend for those who also visited Restaurant C.

Demographic
Gender, age, profession, etc.

of users
Recommend for female students in their 20s.

Content
Content of recommended items, represented

by extracted keywords or annotated tags
Recommend for those who like hamburgs.

Context (ours)
Context when users would consume

recommended items
Recommend for use in a matchmaking party.

context style explanations with the following three aspects: 1)
comparison with other explanation styles, 2) hybridization of
context style and other styles, and 3) dependence on gender and
age. To investigate these aspects, we implement a restaurant rec-
ommender system with context style explanations, conducting a
user study via crowdsourcing.

The contributions of this paper are summarized as follows.
• We propose a novel context style explanation for recom-

mender systems.
• We verify persuasiveness and usefulness of the proposed ex-

planation methods by conducting a user study.
• We reveal that the personal preference of explanation styles

depend on gender and age.
The remainder of this paper is organized as follows. Related

work is presented in the next section. Subsequently, the context
style explanation method is described. Afterwards, the experi-
mental details are explained, followed by results and discussion.
Our conclusion is summarized in the last section.

2. Related Work

This work is mostly related to two research fields: 1) explana-
tion of recommendation and 2) use of context in recommendation.

2.1 Explanation of Recommendation
Explaining recommendation is important for users to under-

stand the reasoning behind them. Explanations have various ef-
fects on users [27], [32], [33], [35]. They can help gain users’
trust [28] and increase the acceptance of recommendations [14].
They also help users evaluate items accurately [6] and change
user’s evaluation of items [11].

Various explanation styles have been proposed and evaluated
through user studies. Herlocker et al. [14] compared various ex-
planations with different styles and different visualizations, which
included histograms of the user’s neighbors’ ratings (i.e., neigh-
bor style); similarity to other items in the user’s profile (i.e., in-
fluence style); and the user’s favorite actor or actress (i.e., con-
tent style). Demographic information has been used for ex-
planations in the tourism domain (i.e., demographic style) [3].
Bilgic et al. [6] demonstrated that explanations using keywords
(i.e., content style) or showing items influencing recommenda-
tions (i.e., influence style) help users evaluate items effectively.
Various kinds of contents and ways to visualize them have been
explored for content style explanations. User-annotated tags are
used for explanations [34] and are displayed in a tagcloud in-
terface [10]. Musto et al. [24] showed that fusing linked open

data and choosing specific properties improves explanations. Or-
ganizational explanations show the pros and cons of items ex-
tracted from user reviews, according to user’s priorities [23].
Chen et al. [8] further elaborated the organizational explanation
by grouping similar trade-off items. Recent research has endeav-
ored to generate personalized natural language explanations of
items [7], [12], [19], [20], which can be regarded as advanced
content style explanations. Chang et al. [7] generated explana-
tions via the collaboration of crowdworkers and intelligent sys-
tems. State-of-the-art neural network models are also used for
that purpose [12], [19], [20].

Although there is a vast amount of research on explaining rec-
ommendations, most rely on the four types of information shown
in Table 1: neighbor, influence, demographic, and content. In ad-
dition to these four types, context significantly influences user’s
decision-making [9]. Zheng [37] and Papadimitriou [27] alluded
to the possibility of using contexts for explanations. However,
contexts have not yet been used for explaining recommendations.
To the best of our knowledge, this is the first study of context
style explanations.

Furthermore, several explanation styles can be hybridized [27],
[31]. Symeonidis et al. [31] combined content and influence style
explanations. The visualization of complex hybrid explanations
has also been investigated in Ref. [18]. In this study, we investi-
gate hybrids of context style with other explanation styles.

The preferences of explanation styles might depend on users,
which has not been well explored in the previous research. Re-
cently, McInerney et al. used a bandit algorithm to personalize
explanation styles [22]. We also explore the personal preferences
of explanation styles. While McInerney et al. focused on model
performance, we clarify how the preferences differ by gender and
age. In addition, our investigation of the personal preference in-
cludes the proposed context style explanation and hybrids of ex-
planation styles, which were not included in the previous study.

2.2 Use of Context in Recommendation
Users evaluate items differently depending on the context, and

recommender systems should thus be aware of the influence of
contexts [2]. Context-aware item recommendation is a task that
involves recommending items suitable for a user in a specific
context. The traditional approaches to context-aware recommen-
dations are contextual pre-filtering and post-filtering, in which
ratings or items are filtered by relevance to the context either
in the initial stage or in the final stage of the recommendation
process [1], [26]. Directly modeling user-item-context relation is
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Table 2 Comparison of task settings.

Task Input Output
Context-aware

item recommendation
User + Context Item

Context
recommendation

User (+ Item) Context

Context style
explanation (ours)

User Context + Item

called contextual modeling and tends to outperform pre-filtering
or post-filtering. Since multi-dimensions of user-item-context can
be expressed as a tensor, the direct approach involves utilizing a
tensor factorization [16]. However, an exact tensor factorization
with Tucker decomposition requires a vast amount of compu-
tational resources. Approximation for pairwise interactions can
achieve comparable or even better performance [5], [29], [30].

Even if a user has already chosen items, there is a room to
choose contexts for consuming the items. The notion of rec-
ommending contexts to users has recently been investigated [5],
[36], [37]. Context recommendation is a task that involves rec-
ommending contexts suitable for a user and an item. Baltrunas
et al. [5] collected a dataset of best usage context for each music
and predicted the context using variants of the nearest neighbor
technique. Zheng [36] compared several multi-label classification
techniques for the same task to recommend contexts conditioned
on users and items. Zheng [37] also recommended contexts to
users according to user’s preference regarding contexts.

To generate context style explanations, we select context-item
pairs for each user. The difference between our task for context
style explanations and the conventional tasks are summarized in
Table 2. Context-aware recommendation generates lists of rec-
ommended items for designated users and contexts. Contexts are
pre-selected, either explicitly (e.g., users input purpose of travel
into a hotel booking site) or implicitly (e.g., current place and
activity can be estimated from wearable sensors). There are two
kinds of tasks for context recommendation: recommending con-
text for specified user-item pair [5], [36], and recommending con-
text for a user [37]. In the former task, items to be consumed in
recommended contexts are fixed. In the latter task, items are ir-
relevant to context recommendations. In the case of our context
style explanation, pairs of items and contexts are provided for
each user. Both contexts and items are undetermined. Therefore,
the context style explanation is different in terms of the recom-
mendation task setting. We address this difference by a modifi-
cation of negative sampling in the model training. The primiry
focus of this study is to evaluate the impacts of the context style
explanation, and the performance improvement of the above task
is left for future research.

3. Context Style Explanation

The generation of context style explanations involves two
steps: (1) selection of context-item pairs for users, and (2) sug-
gestion of the context of a context-item pair as the item’s expla-
nation.

3.1 Selection of Context-item Pairs
Our context style explanation suggests contexts that the user

might encounter in the future. This means both the context
and the item are unknown in our task, while the context is pre-
determined in context-aware item recommendation. In this case,
the recommender needs to select appropriate pairs of contexts
and items for the users. This requires three affinities: a) a user-
item match, b) an item-context match, and c) a user-context
match. For a restaurant recommendation, the recommended
restaurant should match the user’s preferences, just as with non-
contextualized recommender systems (user-item match). More-
over, the recommended restaurant should match the suggested
context (item-context match). If the context of eating with
children is suggested in an explanation, then the recommended
restaurant should be suitable for that situation. Additionally, the
recommended context should be one anticipated by the user (user-
context match). If the user does not have children and lacks many
opportunities to eat out with children, a suggestion of eating out
with children would likely be inappropriate.

These above three affinities can be learned via the latent repre-
sentation of pairwise interactions among user, item, and context
features [5], [15], [29]. We use field-aware factorization machines
(FFMs) [15] for their efficiency and performance. The FFM splits
features to “fields,” and incorporates interaction effects among the
features of different fields. The FFM is formulated as,

ŷ =

n∑

j1=1

n∑

j2= j1+1

(w f2
j1
·w f1

j2
)x j1 x j2 , (1)

where ŷ is a prediction by the FFM; w f
j is a latent vector of a

feature j that interacts with a field f ; and x j is the value of the
feature j.

To model interaction among users, items, and contexts, we pre-
pare a user field, an item field, and a context field. Example fea-
tures in the user field are gender and age. The latent factors of a
female user u in her 30s are expressed as,

wItem
u = wItem

f emale +wItem
30s , (2)

wContext
u = wContext

f emale +wContext
30s . (3)

Features in the item field can be restaurant genres or places. The
latent factors of IndianFood restaurant i located in PlaceA are
composed as,

wUser
i = wUser

IndianFood +wUser
PlaceA, (4)

wContext
i = wContext

IndianFood +wContext
PlaceA . (5)

Similarly for context c of BusinessEntertaining,

wUser
c = wUser

BusinessEntertaining, (6)

wItem
c = wItem

BusinessEntertaining. (7)

Then, Eq. (1) is expressed as follows,

ŷ = wItem
u ·wUser

i +wContext
i ·wItem

c +wContext
u ·wUser

c . (8)

Each term in Eq. (8) represents a) a user-item match (wItem
u ·

wUser
i ), b) an item-context match (wContext

i ·wItem
c ), and c) a user-

context match (wContext
u · wUser

c ). Latent factors can be learned
using user’s past interactions. More specifically, if a user u con-
sumed an item i under a context c, a triplet (u, i, c) is assigned a
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positive label. Triplets that have not appeared in past consump-
tion logs are assigned negative labels. We train the FFM using
these positive and negative samples.

Note that definition of negative samples is different for each
task setting in Table 2. In the conventional context-aware item
recommendation, negative samples are defined for each pair of
user-context existing in the logs. Items not consumed under a
user-context pair are negative samples. In our case, negative sam-
ples are defined for each user. Item-context pairs that have not
appeared in the user’s logs are negative samples. While the for-
mer negative samples include contexts only experienced by the
user, the latter negative samples include contexts not experienced
by the user. This enables to learn the affinity between users and
contexts.

After the training, the best context-item pairs are selected by
the score of Eq. (8).

3.2 Suggestion of a Context as Explanation
Selected context-item pairs are used to produce recommenda-

tions and explanations. If there is a context-item pair with context
c and item i, then item i is presented to a user as a recommenda-
tion and context c is used for an explanation. An explanation
is generated using human-crafted templates, for example, “item

i is recommended to you because it is suitable for context c.” In
case there are several contexts suitable for the recommended item,
then the multiple contexts can be displayed together. In this study,
for experimental simplicity, we only use one best context for an
explanation.

4. Experiment

First, we collected users’ restaurant visit logs with context via
crowdsourcing. Second, we trained a context-item pair selector
using the acquired logs and prepared recommendations and ex-
planations. Finally, we asked the same users to evaluate explana-
tion styles.

4.1 Collecting Dataset
Restaurant visit logs were collected using a Japanese crowd-

sourcing platform. There are three entries per restaurant: name
of a visited restaurant, the URL to the restaurant within a restau-
rant information site, and the usage scene of the visit (i.e., con-
text). We asked each crowdworker to input a maximum of 20
restaurants. We recruited crowdworkers who lived in certain ur-
ban areas *1 to confine the areas of visit logs. We asked for orig-
inal contexts of users’ visits instead of asking for an evaluation
under a provided context, because users behave differently under
supposed contexts and real contexts [4], [25]. Usage scenes were
selected from 15 options, as described in Table 3. We prepared
the usage scenes carefully to ensure that they would be familiar
and unambiguous to users by consulting the descriptions of usage
scenes in several restaurant information sites. If crowdworkers
thought that more than one scene can be associated with the visit,
then they were advised to select the uppermost scene on the list.
The numbers of times each context was chosen by crowdwork-

*1 The urban areas are Tokyo and Kanagawa, the Japanese capital and a
neighboring prefecture of Tokyo, respectively.

Table 3 Candidates of 15 usage scenes (contexts) and counts selected by
crowdworkers. The crowdworkers chose one context for each visit.
The usage scenes were shown to the crowdworkers in the same or-
der of this list. If crowdworkers thought that more than one scene
can be associated with the visit, then they were advised to select
the uppermost scene on the list.

Usage scene Count
Matchmaking party 20

Girls’ lunch or night out 184
Business entertaining 39

Banquet or drinking party in a large group 15
With children or grandchildren 163

With parents, sisters, or brothers 212
With a husband or wife 414

Dating with opposite gender 275
With close friends (only eating) 284
With close friends (with drink) 325

With colleagues or acquaintances (only eating) 191
With colleagues or acquaintances (with drink) 108

In solitude 386
Take-away 73

None of the above 16

Table 4 Statistics of collected dataset via crowdsourcing.

data numbers
total visits 2,884

unique users 155
unique items (restaurants) 2,730

unique contexts (usage scenes) 15
genres of restaurants 210

nearest stations of restaurants 473

ers are also shown in Table 3. Most contexts obtained substantial
votes and “none of the above” received only a small portion of
the votes. This supports the validity of the context candidates’
design; if the context candidates did not include appropriate con-
texts for users, the votes for “none of the above” would have been
large.

We obtained 2,884 visit logs from 155 crowdworkers, after re-
moving logs with improper URLs and crowdworkers who pro-
vided improper URLs more than half the time. We tried to remove
low-quality crowdworkers by removing careless crowdworkers
who input improper URLs. There are 2,730 unique URLs in the
remaining visit logs. The statistics of the collected dataset are
summarized in Table 4. The genders and approximate ages of
the crowdworkers were provided from the crowdsourcing plat-
form. Among the 155 crowdworkers, 108 were female and 47
were male. Further, 44 crowdworkers were in their 20s, 39 in
their 30s, 26 in their 40s, 13 in their 50s, 2 in their 60s, and
the ages of 31 were unknown. The average number of visits per
restaurant was 1.056 and the sparsity was 99.32%. We crawled
the URLs and collected the restaurant’s content information, in-
cluding genres and nearest stations *2. Note that each restaurant is
assigned multiple genres (2.3 genres on average). There are 210
unique genres and 473 unique stations.

4.2 Training Recommender and Preparing Explanations
We trained the context-item selector using the collected

dataset. We used the libffm library *3 for the FFM. The features
of the user field are user ID, gender, and age. The features of the

*2 Restaurants are located in urban areas where public transportation is well
developed.

*3 https://github.com/guestwalk/libffm.
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Table 5 Samples of seven explanation styles. Phrases emphasized in italics
are tailored to fit users, recommended items, and supposed con-
texts.

Style Sample
Non-specific Recommend based on your visit logs

Demographic
Recommend for

“women in their 30s”

Content
Recommend for those who often visit

“Italian restaurants”

Context
Recommend for use

“with husband or wife”

Demographic
+ Context

Recommend for use
“in business entertaining”

of “men in their 50s”

Content
+ Context

Recommend for use
“in solitude”

for those who often visit “noodle shops”

Demographic
+ Content
+ Context

Recommend for use
“with close friends (with drink)”

of “women in their 20s”
who often visit “cafes”

item field are genre and nearest station. Using the demographic
features of users and the content features of items alleviated the
issue of data sparsity. The features of the context field included
context ID, which is assigned to 15 usage scenes.

The training of the recommender proceeded as follows. First,
the dataset was randomly split into 80% training and 20% vali-
dation data. Hyper-parameters of the FFM were then optimized
to maximize the AUC (areas under the curve) of the validation
data. The following hyper-parameters were chosen: learning rate
0.05, regularization coefficient 0.0005, and dimensions of factor
100. The obtained AUC with these hyper-parameters was 0.865.
Finally, we trained the model using the entire dataset to select
context-item pairs.

After training the model, we selected seven best context-item
pairs for each user, according to the score of Eq. (8). Then, the
order of the selected context-item pairs was shuffled, to ensure
that recommendation quality did not correlate to the presentation
order. Restaurants visited in the past were removed from the list,
whereas contexts experienced in the past were not omitted. The
same restaurant was recommended only once per user.

We prepared seven explanation styles as described in Table 5.
The non-specific explanation did not include any specific infor-
mation regarding demographics, contents, and contexts. This ex-
planation was the same for all users and all recommended items.
For the context style explanation, the context of context-item pair
was directly assigned for the explanation. For the demographic
style explanation, user age and gender were used for the expla-
nation. Recommended items related to the user age and gender,
because the recommender incorporates them as user features. For
the content style explanation, we selected a genre common among
the recommended restaurants and those that the user visited in the
past. Hybrid explanation styles were generated via combinations
of the procedures described above.

4.3 Evaluating Explanation Styles
We recruited the 155 crowdworkers who had appropriately

submitted restaurant visit logs, and 85 participated in the user
study. The participants’ demographics are shown in Table 6. We
presented seven restaurant recommendations with seven different

Table 6 Demographics of participants (crowdworkers) in the evaluation of
the explanation styles. The participants were recruited from the
respondents of the initial data collection; this is necessary for per-
sonalizing recommendations and explanations to the participants.

Age Female Male Total
20s 10 9 19
30s 20 4 24
40s 14 2 16
50s 4 2 6
60s 1 0 1

unknown 15 4 19
Total 64 21 85

explanation styles to each user. Each recommendation was gen-
erated by the same FFM model.

The order of the explanation styles was randomly shuffled
among users in order to cancel any biases related to the display
order. We asked the following four evaluation questions using a
7-point Likert scale for each pair of restaurant recommendations
and explanations.
• Persuasiveness 1 (P1): The explanation is convincing.
• Persuasiveness 2 (P2): The explanation triggers interest.
• Usefulness 1 (U1): The explanation is useful for choice.
• Usefulness 2 (U2): The explanation is easy to understand.
In addition to these evaluation questions, we asked whether the

participants visited the recommended restaurants in the past, and
whether they knew of them in advance. There were also free entry
fields to express any other comments.

5. Results and Discussion

5.1 Quantitative Analysis
Among the restaurants recommended to the participants, 21%

were visited in the past and 20% were known in advance. Note
that we recommended restaurants not visited by each user in the
collected dataset. This indicates that item recommendation was
fairly accurate and that our recommender system works fine.

In this subsection, we investigate the persuasiveness and use-
fulness of context style explanations with the following three as-
pects: 1) comparison with other explanation styles, 2) hybridiza-
tion of context style and other styles, and 3) dependence on gen-
der and age.
5.1.1 Comparison with Other Explanation Styles

We experimented with four single explanation styles: non-
specific, demographic, content, and context styles. Responses to
the four questions are shown in Fig. 1. Responses ranged from
strongly disagree (−3) to strongly agree (+3). The average re-
sponse for the context style explanation was higher than that for
the demographic style (p = 0.008, 0.10, 0.047, and 0.036 for
P1, P2, U1, and U2, respectively, via the Wilcoxon signed rank
test). The average response for the context style explanation also
tended to be higher than that for the content style, though not
statistically significant. The non-specific explanations tended to
perform better than other single styles; we discuss the possible
reasons in the later section.
5.1.2 Hybridization of Context Style and Other Styles

We combined the context styles with other styles. Figure 2
shows the comparison between the single and hybrid explanation
styles. The combination of the demographic and context styles
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Fig. 1 Responses to four evaluation questions for four single explanation
styles. Error bars represent 95% confidence intervals of average re-
sponse values.

Fig. 2 Comparison between single and hybrid explanation styles. Error bars
represent 95% confidence intervals of average response values.

outperformed the demographic-only style (p < 0.01 for all ques-
tions), and the combination of the content and context styles out-
performed the content-only style (p = 0.061 for P2, and p < 0.01
for others). The combination of content and context styles also
tended to outperform non-specific style (though not statistically
significant). The triple combination of demographic, content, and
context styles did show a better performance compared to the dual
combination of demographic and context styles.
5.1.3 Dependence on Gender and Age

The preference of explanation styles might depend on users.
We investigated the difference in the response for each explana-
tion style in terms of gender and age.

First, we describe the difference by gender. Figure 3 and Fig. 4
show the comparisons of single explanation styles and hybrid ex-
planation styles, respectively, for female and male users. While
female users tended to prefer the context style over the content
style, male users tended to prefer the content style over the con-
text style (Fig. 3). In terms of hybrids (Fig. 4), male users pre-
ferred the triple combination more than the dual combinations
(not significant for P1 and P2, p = 0.062 for U1 and p = 0.020
for U2 with comparison of Demographic & Content & Context
vs. Content & Context).

Next, we investigated the difference by age. Figure 5 and
Fig. 6 show the comparisons of single explanation styles and hy-

Fig. 3 Responses for single explanation styles by gender.

brid explanation styles, respectively, for young to elder users.
While young users preferred the content style over the context
style, middle-age users tended to prefer the context style over the
content style (Fig. 5). In terms of hybrids (Fig. 6), there was no
clear difference by age.

5.2 Qualitative Analysis
Sixty-four participants input at least one comment, and 293

comments were obtained in total. To further understand the user
perception of the context style explanation, we investigated these
comments.

User comments indicated two reasons of persuasiveness:
( 1 ) Relevance of the proposed context to users:
• “Under my current environment, it’s a very interesting rec-

ommendation, so I became to feel like going.”

• “I think I want to go because this situation is probable for

me.”

( 2 ) Recognition of appropriate context for usage:
• “I think I am going to use this when I organize a drinking

party.”

• “I have been interested in Japanese rice wine bars, but few

of my close friends like it. Visiting here with my colleagues

sounds nice.”

Users also mentioned the usefulness of the context for decision-
making.
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Fig. 4 Comparison between single and hybrid explanation styles by gender.

• “I’m afraid of making a wrong choice for a girls’ night out,

so this explanation is useful.”

These findings from the qualitative analysis support the impor-
tance of context for explanation.

On the other hand, there were three kinds of negative responses
to the context style explanations.
( 1 ) Mismatch of context and restaurants:
• “This restaurant is a standing bar, which is not suitable for

dating.”

• “I don’t think it’s a good idea to use a buffet restaurant for

a banquet.”

( 2 ) Context is irrelevant for someone’s choice:
• “I choose restaurants by whether I like the menu or not.”

• “I eat out only with my close friends, so information about

situation is useless.”

( 3 ) Needs for finer granularity of context:
• “You mention just dating, but is it referring to ordinary dat-

ing or anniversary dating?”

5.3 Discussion
The non-specific explanation tended to perform better than the

context style, and the hybrid of content and context styles tended
to perform better than the non-specific explanation (Fig. 1 and
Fig. 2). Relatively high appraisals of the non-specific explana-
tion might be a result of familiarity with the explanation style.

Fig. 5 Responses for single explanation styles by age.

Some users commented as follows: “There is a comfort in this

type of explanation,” and “This writing style suits me the best.”

The crowdsourcing platform we used provides task recommenda-
tion for users with explanations of this style: “Recommendation

is based on your past task.” Another reason might be the occa-
sional mismatch of the presented context, as seen in the example
comments indicating the mismatch shown in the previous sec-
tion. User evaluation tends to be affected more by negative expe-
riences (i.e., mismatches) than by positive experiences (i.e., good
matches). Similar observations were reported in an experiment
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Fig. 6 Comparison between single and hybrid explanation styles by age.

of personalizing engaging messages [17]. We plan to improve the
accuracy of context-item pair selections in future works. As de-
scribed in Section 2.2, the selection of context-item pairs is an un-
explored new task setting. Thus, we believe there is much room
for improvement.

The trio of demographics, contents, and contexts did not pro-
duce a significant improvement over the duo of contents and con-
texts. Users may have felt excessive complexity. Determining an
adequate amounts of information for an explanation would be an
interesting challenge.

As for gender dependence in the preferences of explanation
styles, female users tended to prefer the context style and male
users tended to prefer the content style (Fig. 3). This might be a
result of difference in personality traits; it is known that women
are more tender-minded than men [13]. The used contexts in this
study included accompanying persons, which is important infor-
mation for tender-minded people. Regarding age dependence in
the preferences of explanation styles, users in their 20s tended to
prefer the content style and users in their 30s tended to prefer the
context style (Fig. 5). Tender-mindedness correlates positively
with ages [21]; this might be the reason for the age dependence.
However, the preference for the context style does not increase
for users over the age of 40 years compared to users in their 30s.

This work was conducted in a restaurant recommendation do-
main. Context is important for recommendations in various do-
mains such as movie, travel, and music [2]. Hence, we believe
that context style explanations can be applied to various domains,
though relevant contexts should be unique to those different do-
mains. Future research should investigate those other domains.
Further, we compared and hybridized context style explanations
with demographic and content styles. Future studies should ex-
periment with other conventional explanation styles (e.g., neigh-
bor and influence styles). In addition, we evaluated persuasive-
ness and usefulness to verify our hypothesis of the effects of the
context-style. Evaluation of other factors, such as user trust and
decision efficiency, should be conducted in future work.

6. Conclusion

In this paper, we proposed the context style explanation for rec-
ommenders. We conducted a crowdsourcing-based user study to
measure persuasiveness and usefulness. The context style expla-
nation was better than the demographic style. The context style
also tended to perform better than the content style, although the
difference was not statistically significant. We further confirmed
that the hybrids of the context style and other explanation styles
improve persuasiveness and usefulness. Findings from user com-
ments support the importance of contexts for explanations. In ad-
dition, we revealed the personal preferences of explanation styles
in terms of gender and age. While female or middle-age users
tended to prefer the context style over the content style, male or
young users tended to prefer the content style.
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